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Abstract. Theory of Mind is commonly defined as the ability to at-
tribute mental states (e.g., beliefs, goals) to oneself, and to others. A large
body of previous work—from the social sciences to artificial intelligence—
has observed that Theory of Mind capabilities are central to providing an
explanation to another agent or when explaining that agent’s behaviour.
In this paper, we build and expand upon previous work by providing an
account of explanation in terms of the beliefs of agents and the mecha-
nism by which agents revise their beliefs given possible explanations. We
further identify a set of desiderata for explanations that utilize Theory of
Mind. These desiderata inform our belief-based account of explanation.

1 Introduction

Following Premack and Woodruff [22], an agent exercises Theory of Mind if it
imputes mental states to itself and others. Here we explore the role of Theory of
Mind in explanation. Consider the following narrative by way of illustration.

Mary, Bob and Tom are housemates sharing a house. While Tom was
away on a business trip, Mary and Bob noticed a hole in the roof of their
house and called a handyman to fix it. Before the handyman could come,
however, it rained during the night and the floor got wet. Bob, who sleeps
in a windowless room, did not notice the rain. Tom, who just got back
from his trip that day, noticed the rain but did not know about the hole
in the roof. Mary saw Tom return to the house at night and so knew that
Tom knew that it had rained. In the morning, when trying to explain the
wet floor to Bob, Mary tells him that it had rained during the night and
when explaining to Tom she tells him that she and Bob had discovered a
hole in the roof (adding that the handyman will arrive the next day).

Clearly, Mary tailored her explanations to each of her housemates, believing
the information she was providing to them was sufficient to explain the wet
floor in their respective mental states. Her ability to do this stems from her

? The full paper [25] was presented at EXTRAAMAS 2020 and can be found here:
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Theory of Mind - her ability to attribute mental states (e.g., beliefs) to herself
and to others. In humans, the use of Theory of Mind in explanation has been
demonstrated empirically by Slugoski et al. [26] via a set of experiments where
human participants gave different explanations to different explainees (i.e., the
recipient of an explanation), based on the beliefs of the explainers about the
beliefs of the explainees1. Of course Mary’s explanations are only as good as her
ability to model the mental states of her housemates and how they will alter
their mental states in light of her explanation. Mary’s beliefs about Bob and
Tom’s beliefs, or her belief about how each of them revises their beliefs, may
well be wrong, in which case her explanations to them may fail to explain why
the floor is wet.

Explanation has been studied in a diversity of disciplines. Miller [17] pro-
vides an extensive survey of explanation in artificial intelligence that includes
a selection of historical works in philosophy (e.g., Hempel and Oppenheim [13];
Peirce [19]; Harman [11]), arguing for the important role of philosophy and the
social sciences in future work on explanation. Within AI, early work on explana-
tion included a variety of logic-based and probabilistic approaches to abductive
inference or so-called inference to the best explanation including the early works
of Pople [21], Charniak and McDermott [6], Poole [20], and Levesque [15]. In
the mid 1980s, explanation was popularized in the context of expert systems
where explanations were often generated by backward chaining over a set of
symbolic inference steps (e.g., [12, 24]). Following that time, explanation was a
common element in a diversity of applications of symbolic AI reasoning (e.g.,
[16, 1, 27]). The recent resurgence of interest in explanation is largely in the guise
of so-called Explainable AI (XAI), which is motivated by the need to provide
human-interpretable explanations for decision making in black-box classification
and decision-making systems based on machine and deep learning (e.g., Samek
et al. [23]; Gunning et al. [8]).

Numerous researchers have acknowledged the importance of Theory of Mind
in explanation. In the 80s and 90s, formal accounts of explanation such as those
proposed by Gärdenfors [7] and Chajewska and Halpern [4] observed that an
explanation for one agent may not serve as an explanation for another, and the
explainer must therefore tailor an explanation to an explainee given the latter’s
beliefs. Within the space of user modelling and dialogue, and also set in the
80s and 90s, Weiner’s [29] BLAH system and Cawsey’s [3] EDGE system both
tailor explanations to the presumed user model. More recently, researchers have
leveraged belief-desire-intention (BDI) architectures as a natural framework for
explanations reflecting Theory of Mind. Such software architectures can enable
an explainer to explicitly represent its own beliefs, desires, and intentions, as well
as those of an explainee, and to relate explanations to its own beliefs and goals
or those of the explainee (e.g., Harbers et al. [10]; Kaptein et al. [14]). Most
recently, Westberg et al. [30] has posited that incorporating various points of
view on Theory of Mind from the cognitive sciences will facilitate the creation of

1 We henceforth use explainer and explainee in reference to the provider and recipient
of the explanation, and explanandum in reference to the thing to be explained.
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agents better suited to communicate and explain themselves to the humans with
whom they are interacting. Additionally, Miller [17] has surveyed this body of
work and has also emphasized the importance of the explainer’s ability to tailor
an explanation to the explainee, using its understanding of the latter’s mind.
Finally, within the subfield of XAI known as XAI Planning (XAIP) Chakraborti
et al. [5] have implemented XAIP in human-agent teaming settings, such as
search & rescue, where a robot equipped with Theory of Mind capabilities could
explain its actions to its human teammate by taking into account the latter’s
mental state.

2 Synopsis

The use of Theory of Mind in explanation holds the promise of producing high-
quality explanations that are tailored to the beliefs of the explainee, in the
context of the beliefs (and ignorance) of the explainer. In this paper, we identify
a set of desiderata for explanation that utilizes Theory of Mind. Our work was
strongly influenced by the recognition that explainers and explainees can take
on many different forms—human or machine—and that their beliefs may be
internally represented, inspected, and revised in diverse ways. For example, the
agent’s beliefs may be stored in a human brain or in, for instance, the weights
of a neural network or formulae in a knowledge base and, the extent of those
beliefs may be limited by the reasoning capabilities of the agent. Moreover, we
posit that an account of explanation must model the possibly false or simply
incomplete beliefs of explainers and explainees, and allow an explainer to reason
about the explainee’s beliefs when providing the latter with an explanation.
This is crucial since, due to their possibly differing beliefs, an explanation for
the explainer may not be an explanation for the explainee.

The main contribution of our work is a belief-based account of explanation
that satisfies all of the aforementioned desiderata by employing a number of
crucial building blocks. Namely, in order to capture the diversity of human and
machine explainers and explainees, our account of explanation employs epis-
temic states to capture the mental states of both the explainer and explainee,
and incorporates a belief revision operator to assimilate explanations into the
explainee’s epistemic state. Our account finds its origins in works that attributed
agents with mental states in the form of epistemic states (with seminal work by
Gärdenfors [7] and later notable work by Levesque [15]; Boutilier and Becher [2];
Chajewska and Halpern [4]; and Halpern and Pearl [9]).

Further, we discuss the criteria by which the quality of an explanation can
be evaluated. Moreover, we formalize and discuss the notion of a discrepancy
as a property that allows the explainer to anticipate and provide explanations
without prompting. We also discuss properties relating to the adequacy of the
explainer’s beliefs, exploring when the explainer’s beliefs about the explainee’s
beliefs and reasoning capabilities are accurate ‘enough’ for the explainer to gen-
erate ‘good’ explanations wrt the explainee.
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This paper provides a general characterization of explanation without fo-
cusing on its computational realization. This is done by design to allow for a
diversity of explanation scenarios and agent types, including human, black-box
decision maker, or knowledge-based system. Nevertheless in the simplest case if
the beliefs of the explainer are represented as formulae (logical or probabilistic)
then, as observed by Levesque [15] and Boutilier and Becher [2], our notion of
explanation may be realized via an augmentation of existing abductive reasoning
systems such as Theorist (Poole [20]), for example.

In our work, we mostly relate our Theory of Mind characterization of expla-
nation in the context of English-like statements (e.g., Mary telling Bob that it
had rained last night). However, if we turn to the broad endeavour of XAI that
helped motivate our account, we note that an explanation can take on many
different forms other than human-interpretable language (e.g., a set of weights
in a neural network, select pixels, a gesture, a heightening of intensity in a region
of an image). At its core, an explanation is something that is conveyed by the ex-
plainer to the explainee (e.g., by telling, demonstrating, visualizing, etc.) in order
to justify the latter’s belief in some explanandum. For example, by construct-
ing a heat-map from a medical image, an otherwise black-box decision-making
algorithm can highlight for the explainee the pixels that have most strongly
supported its classification decision [18], thereby allowing the explainee to as-
similiate this explanation into their beliefs and better interpret the system’s
decision. As we argue in our work, the decision-making system, acting as an
explainer, should possess the ability to take the epistemic state of the explainee
into account, tease apart the salient features required for the explainee to justify
its belief in the explanandum, and present those to the explainee as an explana-
tion. Some of these insights pertaining to explanations for black-box solvers are
similarly echoed by Sreedharan et al. in the context of their model reconciliation
paradigm [28, Section 2]. Our general account is intended to provide building
blocks towards this broader XAI objective.

There are several take-aways from this paper that are worth highlighting. Ex-
planations need not be consistent with an agent’s beliefs. As such, contrary to
most logical treatments of explanation, characterizations of explanation should
involve a belief revision component, and not just the expansion of existing be-
liefs to include an explanation. Further, by providing a belief-based account of
explanation that characterizes mental states in terms of epistemic states, and by
allowing for epistemic states and revision operators to be realized in a diversity
of forms from standard logical accounts, to computer programs, neural networks
or human brains, we can capture the mental states of a myriad of different types
of agents. Finally, by characterizing explanations in terms of the explainer’s be-
liefs about the explainee’s beliefs and revision operator, we can capture the role
of Theory of Mind in explanation for a myriad of different types of agents.
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