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Abstract

When combining languages for symbolic constraints, one is typically

faced with the problem of how to treat \mixed" constraints. The two main

problems are (1) how to de�ne a combined solution structure over which

these constraints are to be solved, and (2) how to combine the constraint

solving methods for pure constraints into one for mixed constraints. The

paper introduces the notion of a \free amalgamated product" as a possible

solution to the �rst problem. We de�ne so-called quasi-free structures

(called \strong simply-combinable structures" in a previous publication)

as a generalization of free structures. For quasi-free structures over disjoint

signatures, we describe a canonical amalgamation construction that yields

the free amalgamated product. The combination techniques known from

uni�cation theory can be used to combine constraint solvers for quasi-free

structures over disjoint signatures into a solver for their free amalgamated

product. In addition to term algebras modulo equational theories (i.e.,

free algebras), the class of quasi-free structures contains many solution

structures that are of interest in constraint logic programming, such as

the algebra of rational trees, feature structures, and domains consisting of

hereditarily �nite (wellfounded or non-wellfounded) nested sets and lists.
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1 Introduction

The integration of constraint solvers (i.e., special decision procedures for re-

stricted classes of problems) into general purpose deductive systems aims at a

combination of the e�ciency of the special method with the universality of the

general method. To achieve this goal, di�erent frameworks for deduction and

for programming with constraints have been designed (e.g., [11, 25, 23]), and

constraint solvers for various constraint languages have been developed (e.g.,

[14, 27, 2]). Many applications of constraint-based systems, however, require a

combination of more than one constraint language, and thus a solver for mixed

constraints.

There has been some research on how to combine constraint solvers for speci�c

constraint languages. As early as 1979, Shostak [39] considered the integration

of free (i.e., uninterpreted) function symbols into Presburger arithmetic; and in

1981, Stickel [40] described an algorithm for AC-uni�cation with free function

symbols, whose termination was �nally shown by Fages [22]. In the area of

Constraint Logic Programming, mixed constraints are, for example, available in

Prolog III [15], where it is possible to formulate conditions on lists of rational

trees where some nodes can again be lists etc.; Mukai [31] combines rational trees

and record structures, and a domain that integrates rational trees and feature

structures has been used in [38]; Rounds [35] introduces set-valued feature struc-

tures that interweave ordinary feature structures and non-wellfounded sets, and

many other suggestions for integrating sets into logic programming exist [19, 20].

The �rst more general method for combining decision procedures was pro-

posed by Nelson and Oppen [32]. In their framework, it is possible to combine

\decision procedures for two quanti�er-free theories into a single decision proce-

dure for their combination." More precisely, Nelson and Oppen consider validity

of (implicitly) universally quanti�ed formulae in the union of two theories over

disjoint signatures. The only other restriction on the theories to be combined is

that they are stably-in�nite, i.e., a quanti�er-free formula is satis�able in a model

of the theory i� it is satis�able in an in�nite model of the theory [33].

In uni�cation theory, the research on how to combine uni�cation algorithms

for equational theories over disjoint signatures has also lead to rather general

results [37, 10, 3]. From a logical point of view, one is here interested in validity

of existentially quanti�ed positive (equational) formulae in all models of the equa-

tional theory (or, equivalently, in the free algebra de�ned by the theory). Thus,

the di�erence to Nelson and Oppen's work is, on the one hand, the existential

quanti�er pre�x, which makes the combination problem more complicated. On

the other hand, Nelson and Oppen allow for negation in their formulae, whereas

in uni�cation one considers only positive formulae.

1

Another di�erence between

the two situations is that for uni�cation, decidability of the existential positive

1

Note, however, that the combination result of [3] can be generalized to disuni�cation [4].
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theory for the single theories is not su�cient to obtain decidability of the exis-

tential positive theory for their combination. In fact, as shown in [3], one needs

decidability of uni�cation with linear constant restrictions in the single theories.

From a logical point of view, this means that the full positive theory must be

decidable [3].

In the present paper|which simpli�es and combines results from [5] and [6]|

we generalize the framework for combining decision procedures for uni�cation in

equational theories in two directions. As in [5], where we consider free structures

instead of just free algebras, the restriction to equational formulae (i.e., a purely

functional signature where the only predicate symbol available is equality) is re-

moved. Thus, we allow for relational constraints such as ordering constraints. The

more important generalization is, however, that we no longer restrict ourselves

to free algebras or structures. This is motivated by the fact that many solution

domains for symbolic constraints (such as feature algebras and the algebra of

rational trees) are not free.

In order to capture such solution domains, we introduce the class of quasi-

free structures in Section 3.

2

The de�nition of this class (see Section 3.2) is

motivated by an \internal" algebraic characterization of free structures given in

Section 3.1. In [6], quasi-free structures have been called strong SC-structures.

The new name is motivated by the similarities exhibited in the present paper be-

tween free structures and strong SC-structures. The algebra of rational trees [27],

feature structures [2, 38], but also domains over hereditarily �nite (wellfounded or

non-wellfounded) nested sets and lists turn out to be quasi-free structures. The

main di�erence between free structures (treated in [5]) and quasi-free structures

is that free structures are generated by a (countably in�nite) set of (free) gener-

ators, whereas this need not be the case for quasi-free structures (e.g., an in�nite

rational tree is not generated|in the algebraic sense|by its leaf nodes). Quasi-

free structures turn out to have nice algebraic and logical properties, and some

useful results in these directions will be collected in Section 3.3 and Section 3.4,

respectively.

Given two constraint languages with quasi-free structures as solution domains,

it is not a priori clear how to de�ne the combined solution structure over which

the mixed constraints are to be solved. This is a new problem, which does is not

occur in the free case, where the solution structures are de�ned by logical theories.

For example, in uni�cation modulo equational theories E

1

, E

2

, the single solution

structures are the free algebras T (�

1

; X)=

=

E

1

and T (�

2

; X)=

=

E

2

for E

1

and E

2

.

Thus, the obvious candidate for the combined structure is T (�

1

[�

2

; X)=

=

E

1

[E

2

,

the free algebra for the union E

1

[ E

2

of the theories.

Section 4 treats, within an algebraic framework, the problem of how to com-

bine quasi-free structures. In the �rst subsection (Section 4.1), we introduce

2

It should be noted that the notion of a quasi-free structure is closely related to the concept

of a \uni�cation algebra" [36], and to the notion of an \instantiation system" [43].
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the abstract notion of a \free amalgamated product" of two arbitrary structures.

Whenever the free amalgamated product of two given structures A

1

and A

2

ex-

ists, it is unique up to isomorphism, and it is the \most general" structure among

all structures that are considered as an admissible combination of A

1

and A

2

. For

the case of free algebras T (�

1

; X)=

=

E

1

and T (�

2

; X)=

=

E

2

, the free amalgamated

product yields the combined free algebra T (�

1

[�

2

; X)=

=

E

1

[E

2

(see Section 4.2).

This indicates that it makes sense to propose the free amalgamated product of

two solution structures as an adequate combined solution structure.

In Section 4.3, we introduce an explicit amalgamation construction that, given

two quasi-free structures A

1

and A

2

over disjoint signatures �

1

and �

2

, yields

a (�

1

[ �

2

)-structure A

1


 A

2

.

3

We show that A

1


 A

2

is in fact the free

amalgamated product of the two components. As a �

i

-structure, A

1


 A

2

is

isomorphic to A

i

. Consequently, pure �

i

-constraints are solvable in A

i

i� they

are solvable in A

1


 A

2

(i = 1; 2). Another interesting property of the free

amalgamated product A

1


 A

2

of two quasi-free structures is that it is again a

quasi-free structure. For this reason, the amalgamation construction can be used

to combine any �nite number of quasi-free structures over disjoint signatures.

Since free amalgamation of quasi-free structures can be shown to be associative

and commutative, the order in which the amalgamation construction is applied

is irrelevant.

In Section 5, we show that the decomposition method introduced in [3, 5] can

be used to combine constraint solvers for two arbitrary quasi-free structures A

1

and A

2

over disjoint signatures into a solver for A

1


A

2

. To be more precise, we

�rst show (in Section 5.1) that the scheme reduces the problem of deciding validity

of existential positive sentences in the combined solution structure to validity

of (not necessarily existential) positive sentences in the component structures.

Thus, decidability of the existential positive theory of A

1


 A

2

is reduced to

decidability of the positive theories of the quasi-free structures A

1

and A

2

. It

should be noted that the proof of this combination result heavily depends on the

explicit construction of the free amalgamated product described in Section 4.3.

In Section 5.2, it is shown that the combination method can also treat general

positive sentences. Thus, in this subsection, decidability of the full positive theory

of A 
 B is reduced to decidability of the positive theories of A and B. The

proof of this result depends on the fact that the amalgamation construction is

associative. As a consequence of this general combination result, we can deduce

that validity of positive sentences is decidable in domains that interweave (�nite

or rational) trees with feature structures and hereditarily �nite (wellfounded or

non-wellfounded) sets and lists.

3

It should be noted that the description of the construction presented here is simpler than

the one given in [6], and it allows for much shorter proofs.
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2 Formal Preliminaries

A signature � consists of a set �

F

of function symbols and a set �

P

of predicate

symbols, each of �xed arity. We assume that equality \=" is a logical constant

that does not occur in �

P

, and which is always interpreted as the identity relation.

�

F

-terms are composed using the function symbols of �

F

and variables from a

countably in�nite set V . An atomic �-formula is an equation s = t between

�

F

-terms s; t, or a relational formula p[s

1

; : : : ; s

m

] where p is a predicate symbol

in �

P

of arity m and s

1

; : : : ; s

m

are �

F

-terms. A positive �-matrix is any �-

formula obtained from atomic �-formulae using conjunction and disjunction only.

A positive �-formula is obtained from a positive �-matrix by adding an arbitrary

quanti�er pre�x, and an existential positive �-formula is a positive formula where

the pre�x consists of existential quanti�ers only. Sentences are formulae without

free variables. The notation t(v

1

; : : : ; v

n

) (resp. '(v

1

; : : : ; v

n

)) indicates that the

set of all (free) variables of the term t (of the formula ') forms a subset of

fv

1

; : : : ; v

n

g. Letters u; v; : : : denote variables, and expressions ~u;~v; : : : denote

�nite, possibly empty sequences of variables.

A �-structure A

�

has a non-empty carrier set A, and it interprets each f 2 �

F

of arity n as an n-ary (total) function f

A

on A, and each p 2 �

P

of arity m as

an m-ary relation p

A

on A. Whenever we use a roman letter like A and an

expression A

�

in the same context, the former symbol denotes the carrier set

of the �-structure denoted by the latter expression. Sometimes we will consider

several signatures simultaneously. If � is a subset of the signature �, then any

�-structure A

�

can be considered as a �-structure (called the �-reduct of A

�

)

by just forgetting about the interpretation of the additional symbols. In this

situation, A

�

denotes the �-reduct of A

�

.

If A

�

is a �-structure, every assignment � : V ! A has a unique extension to

an evaluation

b

� that maps each �-term t = t(v

1

; : : : ; v

n

) to an element

b

�(t) 2 A.

An element a 2 A is generated by the subset A

0

of A if there exists a �-term

t = t(v

1

; : : : ; v

n

) and an assignment � : V ! A such that

b

�(t) = a and �(v

i

) 2 A

0

for i = 1; : : : ; n. The subset A

1

of A is generated by A

0

� A if every element

a 2 A

1

is generated by A

0

.

We write A

�

j= '(a

1

; : : : ; a

n

) to express that the formula '(v

1

; : : : ; v

n

) is valid

in A

�

under the evaluation that maps v

i

to a

i

2 A (1 � i � n). Expressions ~a

denote �nite (possibly empty) sequences a

1

; : : : ; a

k

of elements of A. In order to

simplify notation we will sometimes use ~a also to denote the set fa

1

; : : : ; a

k

g.

A �-homomorphism between two structures A

�

and B

�

(sometimes called

homomorphic embedding

4

of A

�

into B

�

in the following) is a mapping h : A! B

4

Note that we allow arbitrary homomorphisms as homomorphic embeddings, i.e., the \em-

beddings" need not be injective.
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such that

h(f

A

(a

1

; : : : ; a

n

)) = f

B

(h(a

1

); : : : ; h(a

n

));

p

A

[a

1

; : : : ; a

n

] ) p

B

[h(a

1

); : : : ; h(a

n

)]

for all f 2 �

F

, p 2 �

P

, and a

1

; : : : ; a

n

2 A. Letters h; g; : : : denote homo-

morphisms, and Hom

�

A�B

denotes the set of all �-homomorphisms between A

�

and B

�

. In order to increase readability and not to run out of letters, we will

often use expressions of the form h

�

A�B

to denote an element of Hom

�

A�B

. A �-

endomorphism of A

�

is a homomorphism h

�

: A

�

!A

�

. With End

�

A

we denote

the monoid of all endomorphisms of the �-structure A

�

, with composition as

operation. For a set A, we denote the identity mapping on A by Id

A

. If A is the

carrier of a �-structure A

�

, then Id

A

is the unit of the monoid End

�

A

.

A �-isomorphism is a bijective �-homomorphism h : A

�

! B

�

such that

p

A

[a

1

; : : : ; a

n

]() p

B

[h(a

1

); : : : ; h(a

n

)];

for all p 2 �

P

, and all a

1

; : : : ; a

n

2 A. Equivalently, one can require that the

inverse mapping h

�1

is also homomorphic.

Obviously, validity of arbitrary formulae is preserved under isomorphisms.

There is a less trivial connection between surjective homomorphisms and positive

formulae, which will become important in the proof of correctness of our method

for combining constraint solvers (see [29], pp. 143, 144 for a proof).

Lemma 2.1 Let h : A

�

! B

�

be a surjective homomorphism between the �-

structures A

�

and B

�

, '(v

1

; : : : ; v

m

) be a positive �-formula, and a

1

; : : : ; a

m

be

elements of A. Then A

�

j= '(a

1

; : : : ; a

m

) implies B

�

j= '(h(a

1

); : : : ; h(a

m

)).

Since validity of existential formulae is preserved when going to a superstruc-

ture (see, e.g., [28], pp. 131), the following weaker version of Lemma 2.1 holds for

arbitrary homomorphisms.

Lemma 2.2 Let h : A

�

! B

�

be a homomorphism between the �-structures

A

�

and B

�

, '(v

1

; : : : ; v

m

) be an existential positive �-formula, and a

1

; : : : ; a

m

be

elements of A. Then A

�

j= '(a

1

; : : : ; a

m

) implies B

�

j= '(h(a

1

); : : : ; h(a

m

)).

Given a signature �, \constraints" are usually introduced as �-formulae (of

a particular syntactic type) '(v

1

; : : : ; v

n

) with free variables. The constraint

'(v

1

; : : : ; v

n

) is solvable in the structure A

�

i� there are a

1

; : : : ; a

n

2 A such that

A

�

j= '(a

1

; : : : ; a

n

). Thus solvability of ' in A

�

and validity of the sentence

9v

1

: : : 9v

n

'(v

1

; : : : ; v

n

) in A

�

are equivalent. In this paper we shall always

use the second point of view. As constraints we consider existential positive and

6



positive sentences. We are mainly interested in solving \mixed" constraints. This

means that we consider two di�erent signatures �

1

and �

2

, with �xed solution

structures B

�

1

1

and B

�

2

2

. A mixed constraint is a positive (or existential positive)

(�

1

[ �

2

)-sentence, which must be solved in an appropriately de�ned (�

1

[ �

2

)-

structure, the combined solution structure.

If g : A ! B and h : B ! C are mappings, then g � h : A ! C denotes

their composition. Note that g � h means that g is applied �rst, and then h. Let

g

1

: A ! C and g

2

: B ! D be two mappings. We say that g

1

and g

2

coincide

on E � A \ B i� g

1

(e) = g

2

(e) for all e 2 E. The symbol \]" denotes disjoint

union of sets.

3 Free Structures and Quasi-Free Structures

The algebraic theory of free structures is very similar to the one for free algebras,

though considerably less well-known. In the �rst subsection, we will brie
y recall

some de�nitions and results for free structures (see [28, 13, 42] for more infor-

mation). The usual de�nition of free structures is external in the sense that it

refers to a whole class of structures. In the present context (i.e., combination of

structures and constraint solvers), a characterization of free structures in terms of

their internal algebraic structure turns out to be more appropriate. An internal

characterization of free structures over countably in�nite sets of generators will

be used as starting point for the de�nition of quasi-free structures in the second

subsection. In the third and fourth subsection, we derive useful algebraic and

logical properties of quasi-free structures.

3.1 Free structures

We start with the usual external characterization of free structures.

De�nition 3.1 Let K be a class of �-structures, let A

�

2 K and let X be a

subset of A. Then A

�

is called free in K over X i� A

�

is generated by X and if

every mapping from X into the carrier of a structure B

�

2 K can be extended to

a �-homomorphism of A

�

into B

�

.

5

If A

�

and B

�

are free in the same class K, and if their sets of generators have

the same cardinality, then A

�

and B

�

are isomorphic. As shown by the next

theorem, it is not really necessary to allow for arbitrary classes of �-structures

in the de�nition of free structures. One can restrict the attention to varieties, or

to the singleton class consisting of the free structure. As for the case of algebras,

5

Since A

�

is generated by X , this homomorphism is unique.
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�-varieties are de�ned as classes of �-structures that are closed under direct

products, substructures, and homomorphic images.

Theorem 3.2 Let A

�

be a �-structure that is generated by X. Then the follow-

ing conditions are equivalent:

1. A

�

is free over X in some class K of �-structures.

2. A

�

is free over X in some �-variety.

3. A

�

is free over X in fA

�

g.

The only non-trivial part of the proof, namely \1 ! 2", follows from the

fact that an algebra that is free in a class K is also free in the variety generated

by K, i.e., the closure of K under building direct products, substructures, and

homomorphic images (see [28, 13] for details).

The third condition of the theorem gives a characterization of free structures

that is independent of any other structure. This motivates the next de�nition.

De�nition 3.3 A �-structure A

�

is called free i� it is free over X in fA

�

g for

some subset X of A.

If X is the chosen set of generators of the free structure A

�

, then we will

sometimes indicate this by saying that (A

�

; X) is free. We can now give the

promised internal characterization of free structures over countably in�nite sets

of generators. It is a simple consequence of known results.

Theorem 3.4 A �-structure A

�

is free over the countably in�nite set X i�

1. A

�

is generated by X,

2. for every �nite subset X

0

of X, every mapping h

0

: X

0

! A can be extended

to a surjective endomorphism of A

�

.

Proof. First, assume that A

�

is free over X in fA

�

g. By de�nition, this

implies that X generates A

�

. To show the second condition, assume that h

0

:

X

0

! A is given. Let h

1

: X n X

0

! X be a bijection (which exists since X is

in�nite and X

0

is �nite), and let h

0

_

[h

1

: X ! A be the mapping that coincides

with h

0

on X

0

and with h

1

on X nX

0

. Since A

�

is free over X in fA

�

g, there

exists an extension of h

0

_

[h

1

to an endomorphism h of A

�

. Since A

�

is generated

by X, h is surjective.

8



Now, assume that A

�

and X satisfy the two conditions of the right-hand side

of the equivalence stated in the theorem. To show that A

�

is free over X in

fA

�

g, assume that h

0

: X ! A is given. Let X

1

� X

2

� X

3

: : : be an increasing

chain of �nite subsets of X such that X =

S

1

i=1

X

i

. For i � 1, let h

i

be the

restriction of h

0

to X

i

. By assumption, the mappings h

i

can be extended to

surjective endomorphisms H

i

of A

�

.

Let A

�

i

denote the substructure of A

�

generated by X

i

. It is easy to see that

i < j implies that A

�

i

is a substructure of A

�

j

, and that H

i

and H

j

coincide on

A

�

i

. In addition, any element a of A is generated by �nitely many generators,

and thus there exists a least index i(a) such that a 2 A

i(a)

.

We de�ne the mapping H

0

from A to A as the \limit" of the homomorphisms

H

i

; more precisely: H

0

(a) := H

i(a)

(a). It remains to be shown that H

0

is a homo-

morphism. Thus, let f be an n-ary function symbol, and let a

1

; : : : ; a

n

be elements

of A. For i := maxfi(a

1

); : : : ; i(a

n

)g we have H

0

(a

j

) = H

i

(a

j

) for all j; 1 � j � n.

In addition, since f

A

(a

1

; : : : ; a

n

) is also in A

i

we have H

0

(f

A

(a

1

; : : : ; a

n

)) =

H

i

(f

A

(a

1

; : : : ; a

n

)). Since H

i

is a homomorphism, we obtain H

0

(f

A

(a

1

; : : : ; a

n

)) =

H

i

(f

A

(a

1

; : : : ; a

n

)) = f

A

(H

i

(a

1

); : : : ; H

i

(a

n

)) = f

A

(H

0

(a

1

); : : : ; H

0

(a

n

)). The ho-

momorphism condition for predicates can be proved in the same way.

If one is interested in the question of how free structures can be constructed,

the characterization via varieties is more appropriate. We have seen in Theo-

rem 3.2 that every free structure is free for some variety. Conversely, it can be

shown that every non-trivial variety contains free structures with sets of gener-

ators of arbitrary cardinality [28]. The well-known Birkho� Theorem says that

a class of �

F

-algebras is a variety i� it is an equational class, i.e., the class of

models of a set of equations. For structures, a similar characterization is possible

[28].

Theorem 3.5 A class V of �-structures is a �-variety if, and only if, there exists

a set G of atomic �-formulae

6

such that V is the class of models of G.

In this situation, we say that V is the �-variety de�ned by G, and we write

V = V(G).

A concrete description of free �-structures can be obtained as follows (see

[28, 42] for more information). Obviously, the �

F

-reduct of a free �-structure

A

�

is a free �

F

-algebra, and thus it is (isomorphic to) an E-free �

F

-algebra

T (�

F

; X)=

=

E

for an equational theory E. In particular, the =

E

-equivalence

classes [s] of �

F

-terms s constitute the carrier of A

�

. It remains to be shown how

the predicate symbols are interpreted on this carrier. Since A

�

is free over X,

any mapping from X into T (�

F

; X)=

=

E

can be extended to a �-endomorphism

of A

�

. This, together with the de�nition of homomorphisms of structures, shows

6

As usual, open formulae are here considered as implicitly universally quanti�ed.
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that the interpretation of the predicates must be closed under substitution, i.e.,

for all p 2 �

P

, all substitutions �, and all terms s

1

; : : : ; s

m

, if p[[s

1

]; : : : ; [s

m

]]

holds in A

�

then p[[s

1

�]; : : : ; [s

m

�]] must also hold in A

�

. Conversely, it is easy

to see that any extension of the �

F

-algebra T (�

F

; X)=

=

E

to a �-structure that

satis�es this property is a free �-structure over X.

Example 3.6 Let �

F

be an arbitrary set of function symbols, and assume that

�

P

consists of a single binary predicate symbol �. Consider the (absolutely free)

term algebra T (�

F

; X). We can extend this algebra to a �-structure by interpret-

ing � as the subterm ordering. Another possibility would be to take a reduction

ordering [18] such as the lexicographic path ordering. In both cases, we have

closure under substitution, which means that we obtain a free �-structure. Con-

straints involving the subterm ordering or reduction orderings are, for example,

important in constrained rewriting [25].

Free structures over countably in�nite sets of generators are canonical for the

positive theory of their variety in the following sense:

Theorem 3.7 Let A

�

be free over the countably in�nite set X in the �-variety

V(G), and let � be a positive �-formula. Then the following are equivalent:

1. � is valid in all elements of V(G), i.e., � is a logical consequence of the set

of atomic formulae G.

2. � is valid in A

�

.

This theorem explains why it is appropriate to use free structures over count-

ably in�nite sets of generators as solution structures when solving positive con-

straints. The proof is an easy consequence of Lemma 2.1.

We close this subsection by introducing one more de�nition. If (A

�

; X) is free

in a class of �-structures K, then, by de�nition, A

�

2 K. Some authors (see e.g.,

[30]) do not assume A

�

2 K when de�ning the notion \free for K." We make use

of this less restrictive way of de�ning \free for K" in the following situation:

De�nition 3.8 Let A

�

and D

�

be �-structures, and assume that X � A gen-

erates A

�

. (A

�

; X) is called free for D

�

if every mapping X ! D has a unique

extension to a homomorphism h

A�D

2 Hom

�

A�D

.

3.2 Quasi-free structures

In this section, we generalize the de�nition of free structures, in order to capture

typical domains for constraint-based reasoning such as the algebra of rational
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trees. As illustrating and motivating example for the abstract de�nitions, we will

use free algebras (i.e., free structures where the relational part �

R

of the signature

is empty). In the sequel, let T := T (�

F

; V )=

=

E

be such an algebra (i.e., T is free

over X in the variety de�ned by the equational theory E, where X consists of

the =

E

-equivalence classes of variables).

Consider an element [t] of T , i.e., the =

E

-equivalence class of a term t. Ob-

viously, t contains only �nitely many variables v

1

; : : : ; v

n

, which shows that [t] is

generated by the �nite subset [v

1

]; : : : ; [v

n

] of X. Thus, the image of [t] under an

endomorphism of T is determined by the images of the generators [v

1

]; : : : ; [v

n

].

In particular, two endomorphisms of T that coincide on [v

1

]; : : : ; [v

n

] also coincide

on [t].

When looking at non-free structures that are used as solution structures for

symbolic constraints, one observes that they satisfy algebraic properties that

are very similar to those of free algebras. For example, consider the algebra of

rational trees where leaves are labeled by constants or variables. This algebra is

not generated by the set of variables (since \generated by" talks about a �nite

process whereas rational trees may be in�nite). Nevertheless, a rational tree t

contains only a �nite number of variables v

1

; : : : ; v

n

, and two endomorphisms of

this algebra that coincide on these variables also coincide on t. This means that

the variables occurring in rational trees play a rôle that is similar to the rôle of

generators in free algebras, even though they do not generate the algebra. This

observation motivates the de�nition of stable hulls and atom sets given below.

De�nition 3.9 Let A

0

; A

1

be subsets of the �-structure A

�

. Then A

0

stabilizes

A

1

i� all elements h

1

and h

2

of End

�

A

that coincide on A

0

also coincide on A

1

.

For A

0

� A the stable hull of A

0

is the set

SH

A

�

(A

0

) := fa 2 A j A

0

stabilizes fagg:

If A

0

� A stabilizes a singleton set fag, we also say that A

0

stabilizes a.

The following two lemmas show that the stable hull of a set A

0

has properties

that are similar to those of the subalgebra generated by A

0

. Note, however, that

the stable hull can be larger than the generated subalgebra (see the example of

the algebra of rational trees in 3.17). The proofs of the lemmas are easy, and

therefore omitted (see [7] for details).

Lemma 3.10 Let A

0

be a subset of the carrier A of A

�

such that SH

A

�

(A

0

) is

non-empty. Then SH

A

�

(A

0

) is the carrier of a �-substructure of A

�

, and A

0

�

SH

A

�

(A

0

).

In the sequel, we shall not make a notational distinction between stable hulls and

the corresponding �-structures.
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Lemma 3.11 Let A

0

; A

1

be subsets of the �-structure A

�

, and let h 2 End

�

A

. If

h(A

0

) � SH

A

�

(A

1

), then h(SH

A

�

(A

0

)) � SH

A

�

(A

1

).

De�nition 3.12 The set X � A is an atom set for A

�

if every mapping X ! A

can be extended to an endomorphism of A

�

.

For the free algebra T generated by X, the set of generators X obviously is

an atom set, and two subalgebras generated by subsets X

0

; X

1

of X of the same

cardinality are isomorphic. The same holds for atom sets and their stable hulls.

Lemma 3.13 Let X

0

; X

1

be non-empty atom sets of A

�

of the same cardinality.

Then every bijection h

0

: X

0

! X

1

can be extended to an isomorphism between

SH

A

�

(X

0

) and SH

A

�

(X

1

).

Proof. Let h

0

: X

0

! X

1

be bijective, and let h

1

: X

1

! X

0

denote the inverse

mapping. Since X

0

and X

1

are atom sets, both mappings can be extended to

endomorphisms

b

h

0

and

b

h

1

of A

�

. Now (

b

h

0

�

b

h

1

) 2 End

�

A

is an endomorphism that

coincides with Id

A

on X

0

. Therefore, it coincides with Id

A

on SH

A

�

(X

0

). Let g

i

denote the restriction of

b

h

i

to SH

A

�

(X

i

) (i = 0; 1). Lemma 3.11 shows that

g

0

: SH

A

�

(X

0

) ! SH

A

�

(X

1

);

g

1

: SH

A

�

(X

1

) ! SH

A

�

(X

0

):

We have g

0

�g

1

= Id

SH

A

�

(X

0

)

, which implies that g

0

is injective and g

1

is surjective.

Symmetrically, we can show that g

0

is surjective and g

1

is injective. Thus, g

0

and

g

1

are bijective homomorphisms, and g

i

is the inverse of g

1�i

(i = 0; 1).

We are now ready to introduce the main concept of this article.

De�nition 3.14 A countably in�nite �-structure A

�

is called quasi-free i� A

�

has an in�nite atom set X where each a 2 A is stabilized by a �nite subset of X.

We denote this quasi-free structure by (A

�

; X).

This de�nition generalizes the characterization of free structures given in The-

orem 3.4. The countably in�nite set of generators is replaced by a countably in�-

nite atom set, but we retain some of the properties of generators. In the free case,

every element of the structure is generated by a �nite set of generators, whereas

in the quasi-free case it is stabilized by a �nite set of atoms. The following lemma

shows that the second condition of Theorem 3.4 is satis�ed in the quasi-free case.

Lemma 3.15 Let X be an in�nite atom set of the countably in�nite �-structure

A

�

, and let X

0

� X be �nite. Then every mapping h

0

: X

0

! A can be extended

to a surjective endomorphism of A

�

.

12



Proof. Obviously, h

0

can be extended to a surjective mapping h

1

: X ! A.

Since X is an atom set, h

1

can be extended to an endomorphism h

2

2 End

�

A

. By

construction, h

2

is surjective.

Remark 3.16 Let A

�

be a �-structure and M be a submonoid of End

�

A

. We

obtain useful variants of the notions of \stabilizer", \stable hull", \atom set", and

\quasi-free structure" by always referring to M instead of End

�

A

. For example,

X � A is an atom set for A

�

w.r.t. M if every mapping X ! A can be extended

to an endomorphism in M. We say that (A

�

; X) is quasi-free with respect to

M if (A

�

; X) satis�es the corresponding variant of De�nition 3.14. In [6], such

structures were called simply combinable structures (SC-structures). An example

of an SC-structure that is not quasi-free is the domain of feature structures, as

described in Examples 3.17 below. Most of the results that we will prove for

quasi-free structures can be lifted to the more general class of structures A

�

that

are quasi-free with respect to some submonoid M of End

�

A

(see [6] for details).

Examples 3.17 The following examples show that many solution domains for

symbolic constraints are indeed quasi-free structures.

Free structures. Obviously, every free structures over a countably in�nite set of

generators is a quasi-free structure. The atom set is the set of generators of the

free structure.

Vector spaces. Let K be a �eld, let �

K

:= f+g [ fs

k

j k 2 Kg. The K-vector

space spanned by a countably in�nite basis X is a quasi-free structure over the

atom set X. Here \+" is interpreted as addition of vectors, and s

k

denotes scalar

multiplication with k 2 K.

The algebra of rational trees. Let �

F

be a �nite set of function symbols, and

let R

�

F

be the algebra of rational trees [14, 27], where leaves are labelled with

constants from �

F

or with variables from the countably in�nite set V . It is easy

to see that every mapping V ! R can be extended to a unique endomorphism

of R

�

F

, and that (R

�

F

; V ) is a quasi-free structure. Note, however, that R

�

F

is

not generated by V : only the set of �nite trees is generated by V . In addition,

it is easy to see that R

�

F

cannot be a free structure (over any set of generators).

Indeed, it is well-known that only trivial equations between �

F

-terms are valid in

R

�

F

. Thus, if R

�

F

was free, it would be isomorphic to the absolutely free term

algebra, which is not true, however [27].

Hereditarily �nite sets. Let V

hfs

(Y ) be the set of all nested, hereditarily �nite

(standard, i.e., wellfounded) sets over the countably in�nite set of \urelements"

Y . Thus, each M 2 V

hfs

(Y ) is �nite, and the elements of M are either in Y or

in V

hfs

(Y ), the same holds for elements of elements etc. Wellfounded means that

there are no in�nite descending membership sequences. Since union is not de�ned

for the urelements y 2 Y , the urelements will not be treated as sets here. The
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signature � that we want to use contains a binary symbol for union \[", a unary

symbol for set construction f�g, and a constant � that denotes the empty set.

Let X := ffyg j y 2 Y g, and h : X ! V

hfs

(Y ) be an arbitrary mapping.

We want to show that there exists a unique extension of h to a �-endomorphism

b

h of V

hfs

(Y ), which is now considered as a �-structure. Obviously we have to

de�ne

b

h(;) := ;. Each non-empty M 2 V

hfs

(Y ) can uniquely be represented in

the form M = x

1

[ : : : [ x

k

[ fM

1

g [ : : : [ fM

l

g where x

i

2 X, for 1 � i � k,

and where the M

i

are the elements of M that belong to V

hfs

(Y ). By induction

(on nesting depth), we may assume that

b

h(M

i

) is already de�ned (1 � i � l).

Obviously

b

h(M) := h(x

1

) [ : : : [ h(x

k

) [ f

b

h(M

1

)g [ : : : [ f

b

h(M

l

)g is one and the

only way of extending

b

h in a homomorphic way to the set M of deeper nesting.

For M = x 2 X we obtain

b

h(x) = h(x), thus

b

h is an extension of h. Moreover,

each mapping

b

h is in fact homomorphic with respect to �. In addition, each set

M 2 V

hfs

(Y ) involves only �nitely many di�erent urelements (induction on the

nesting depth). Thus, the �-structure V

hfs

(Y ) is a quasi-free structure with atom

set X.

Hereditarily �nite non-wellfounded sets. If we use the same signature � as above,

it can be seen in a similar way that the domain V

hfnws

(Y ) of hereditarily �nite

non-wellfounded sets

7

over a countably in�nite set of urelements Y is a quasi-free

structure over the atom set X = ffyg j y 2 Y g.

Hereditarily �nite wellfounded or non-wellfounded lists. The two domains V

h


(Y )

and V

hfnwl

(Y ) of nested, hereditarily �nite (1) wellfounded or (2) non-wellfoun-

ded lists over the countably in�nite set of urelements Y , under a signature with

a binary symbol for concatenation \�", a (unary) symbol for list construction

h�i : l 7! hli, and a constant nil for the empty list, are quasi-free structures over

the atom set X := fhyi j y 2 Y g of all lists with one element y 2 Y . Formally,

these domains can be described as the set of all (1) �nite or (2) rational trees

where the topmost node has label \h i" (representing a list constructor of varying

�nite arity), nodes with successors have label \h i", and leaves have labels y 2 Y

or \h i". A leaf with label \h i" represents the empty list nil.

Feature structures. Let Lab, Fea, and X be mutually disjoint in�nite sets of

labels, features, and atoms respectively. Following [2], we de�ne a feature tree

to be a partial function t : Fea

�

! Lab [X whose domain is pre�x closed (i.e.,

if pq 2 dom(t) then p 2 dom(t) for all words p; q 2 Fea

�

), and in which atoms

do not label interior nodes (i.e., if p(t) = x 2 X then there is no f 2 Fea with

pf 2 dom(t)). As usual, rational feature trees are required to have only �nitely

many subtrees. In addition, they must be �nitely branching.

We use the set R of all rational feature trees as carrier set of a structure R

�

7

Non-wellfounded sets, sometimes called hypersets, became prominent through [1]. They

can have in�nite descending membership sequences. The hereditarily �nite non-wellfounded

sets are those having a \�nite picture," see [1] for details.
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whose signature contains a unary predicate L for every label L 2 Lab, and a

binary predicate f for every f 2 Fea. The interpretation L

R

of L in R is the

set of all rational feature trees having root label L. The interpretation f

R

of f

consists of all pairs (t

1

; t

2

) 2 R�R such that t

1

(f) is de�ned and t

2

is the subtree

of t

1

at f . The structure R

�

de�ned this way can be seen as a non-ground version

of the solution domain used in [2]. We will call R

�

the non-ground structure of

rational feature trees. We will show that the set of feature trees that consist of

a single leaf node that is labeled by an element of X is an atom set of R

�

w.r.t.

a certain monoid M (see Remark 3.16). We identify this set in the obvious way

with X.

Each mapping h : X ! R has a unique extension to an endomorphism of R

�

that acts like a substitution, replacing each leaf with label x 2 X by the feature

tree h(x). With composition, the set of these substitution-like endomorphisms

yields a monoidM. It is not di�cult to see that (R

�

; X) is quasi-free with respect

toM. However, R

�

has endomorphisms (not belonging toM) that modify non-

leaf nodes (e.g., by introducing new feature-edges for such internal nodes). Since

these modi�cations of non-leaf nodes are independent of the images of elements

of X, the set X is not an atom set w.r.t. all endomorphisms, and thus (R

�

; X)

is not quasi-free.

Now suppose that we introduce, following [38], additional arity predicates F

for every �nite set F � Fea. The interpretation F

R

of F consists of all feature

trees t where the root of t has a label L 2 Lab and where F is (exactly) the set

of all features departing from the root of t. Let � be the extended signature.

Then (R

�

; X) is a quasi-free structure. We shall call it the non-ground structure

of rational feature trees with arity.

As can be seen from the previous examples, there is often an interesting ground

variant of a given quasi-free structure. The following de�nition formalizes this

relationship.

De�nition 3.18 Let (A

�

; X) be a quasi-free structure such that SH

A

�

(;) is non-

empty. Then A

�

G

:= SH

A

�

(;) is called the ground substructure of (A

�

; X).

3.3 Algebraic properties of quasi-free structures

Before we can turn to the combination of quasi-free structures, we must establish

some useful properties of these structures.

Lemma 3.19 Let (A

�

; X) be a quasi-free structure.

1. A

�

= SH

A

�

(X) and every mapping X ! A has a unique extension to an

endomorphism of A

�

.
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2. Let X

0

� X. Then we have SH

A

�

(X

0

) \X = X

0

.

3. For all �nite sets fa

1

; : : : ; a

n

g � A there exists a unique minimal �nite

subset Y of X such that fa

1

; : : : ; a

n

g � SH

A

�

(Y ).

Proof. (1) Since every element of A is stabilized by a �nite subset of X, the

atom set X stabilizes the whole structure A, which means that A

�

= SH

A

�

(X).

Existence of the extension follows from the fact that X is an atom set, and

uniqueness is an immediate consequence of A

�

= SH

A

�

(X).

(2) The inclusion X

0

� SH

A

�

(X

0

) follows from Lemma 3.10. For the other

direction, assume that an atom x 2 X is in SH

A

�

(X

0

)nX

0

. Let h

1

; h

2

: X ! A be

mappings that coincide on X

0

, but di�er on x. Because X is an atom set, there

are endomorphisms

b

h

1

;

b

h

2

extending h

1

; h

2

. Since

b

h

1

and

b

h

2

coincide on X

0

, they

coincide on x 2 SH

A

�

(X

0

). This is a contradiction to our assumption that h

1

and

h

2

di�er on x.

(3) Since (A

�

; X) is quasi-free, every �nite set fa

1

; : : : ; a

n

g � A is stabilized by

a �nite subset ofX. LetX

0

; X

1

be two �nite subsets ofX such that fa

1

; : : : ; a

n

g �

SH

A

�

(X

i

) for i = 0; 1. We claim that fa

1

; : : : ; a

n

g � SH

A

�

(X

0

\ X

1

). In fact,

let h

0

; h

1

be two endomorphisms that coincide on X

0

\ X

1

. We may choose an

endomorphism h

0;1

2 End

�

A

that coincides with h

0

onX

0

and with h

1

onX

1

. Such

an endomorphism exists since (A

�

; X) is quasi-free. Now h

0

and h

0;1

coincide on

fa

1

; : : : ; a

n

g, and h

1

and h

0;1

coincide on fa

1

; : : : ; a

n

g. This shows that h

0

and h

1

coincide on fa

1

; : : : ; a

n

g, and thus we have proved fa

1

; : : : ; a

n

g � SH

A

�

(X

0

\X

1

).

Obviously, this implies that there exists a unique minimal �nite subset Y of X

such that fa

1

; : : : ; a

n

g � SH

A

�

(Y ).

The third statement of the lemma shows that the notion \is stabilized by" be-

haves better than the notion \is generated by." In fact, minimal sets of generators

need not be unique, as demonstrated by the next example.

Example 3.20 We consider the quotient term algebra T (�

F

; V )=

=

E

, where �

F

consists of one unary function symbol f , V is countably in�nite, and E = ff(x) =

f(y)g. Obviously, the carrier of T (�

F

; V )=

=

E

consists of the =

E

-classes fx

i

g for

x

i

2 V and one additional class [f(�)] := ff(t) j t 2 T (�

F

; V )g. It is easy to

see that for all x

i

2 V , the element [f(�)] of T (�

F

; V )=

=

E

is generated by fx

i

g.

However, [f(�)] is not generated by ;. Thus, there are in�nitely many minimal

sets of generators of [f(�)].

De�nition 3.21 Let (A

�

; X) be a quasi-free structure, and let fa

1

; : : : ; a

n

g � A.

The stabilizer Stab

A

�

(a

1

; : : : ; a

n

) of fa

1

; : : : ; a

n

g is the (unique) minimal �nite

subset Y of X such that fa

1

; : : : ; a

n

g � SH

A

�

(Y ).

For the case of term algebras (i.e., absolutely free algebras), the stabilizer of

a term is the set of variables (i.e., generators) occurring in this term. In the
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more general case of arbitrary quasi-free structures, using this as an intuition will

help to understand the de�nitions and proofs. Note, however, that the notion

of a stabilizer is still well-de�ned (and turns out to be extremely useful) in con-

texts where \the minimal set of generators occurring in an element" is no longer

unique. The next lemma is an immediate consequence of De�nition 3.21 and of

the de�nition of the stable hull.

Lemma 3.22 Let (A

�

; X) be a quasi-free structure, and let Y be a subset of X.

Then SH

A

�

(Y ) = fa 2 A j Stab

A

�

(a) � Y g.

Lemma 3.23 Let (A

�

; X) be a quasi-free structure, let h 2 End

�

A

and a 2 A.

Then Stab

A

�

(h(a)) � h(Stab

A

�

(a)).

Proof. If m

1

; m

2

2 End

�

A

coincide on h(Stab

A

�

(a)), then h � m

1

and h �m

2

coincide on Stab

A

�

(a). But then h �m

1

(a) = h �m

2

(a) and m

1

(h(a)) = m

2

(h(a)).

The stabilizing e�ect of Stab

A

�

(a) for a is not restricted to End

�

A

. Under

suitable conditions on the �-structure D

�

, Stab

A

�

(a) stabilizes a with respect to

Hom

�

A�D

. Before we can formulate this in a more precise way, we must generalize

De�nition 3.8 to the quasi-free case.

De�nition 3.24 Let A

�

;D

�

be �-structures, and let X � A. Then (A

�

; X) is

called quasi-free for D

�

if every mapping X ! D has a unique extension to a

homomorphism h

A�D

2 Hom

�

A�D

.

Note that every quasi-free structure is quasi-free for itself.

Lemma 3.25 Let (A

�

; X) be quasi-free, and assume that (A

�

; X) is quasi-free

for D

�

. Let h

1

; h

2

2 Hom

�

A�D

, a 2 A and Y � X.

1. If h

1

and h

2

coincide on Stab

A

�

(a), then h

1

(a) = h

2

(a).

2. If h

1

and h

2

coincide on Y , then h

1

and h

2

coincide on SH

A

�

(Y ).

Proof. To prove the �rst part, suppose that h

1

; h

2

2 Hom

�

A�D

coincide on

Stab

A

�

(a). The joint image D

0

:= fh

1

(b) j b 2 Ag [ fh

2

(b) j b 2 Ag of h

1

and h

2

is at most countably in�nite. Let h

X�D

0

: X ! D

0

be a surjective

mapping such that h

X�D

0

; h

1

and h

2

coincide on Stab

A

�

(a). Let h

A�D

denote

the unique extension of h

X�D

0

to an element of Hom

�

A�D

. Let g

0

: X ! A be

a mapping such that (1) g

0

(x) = x for all x 2 Stab

A

�

(a), and (2) g

0

(y) is an

element of the set h

�1

A�D

(h

1

(y)), for all y 2 X n Stab

A

�

(a). Let g be the unique

17



extension of g

0

to an endomorphism of A. From (1) we know that g(a) = a. Now

g � h

A�D

2 Hom

�

A�D

coincides on X with h

1

. Since (A

�

; X) is quasi-free for D

�

,

we know that g � h

A�D

= h

1

. This yields h

A�D

(a) = h

1

(a). Symmetrically it

follows that h

A�D

(a) = h

2

(a). Thus in fact h

1

(a) = h

2

(a). By Lemma 3.22, the

second part of the lemma is a trivial consequence of the �rst one.

In Section 4.3, where we introduce a construction that combines quasi-free

structures over disjoint signatures, we need to embed a given quasi-free structure

into an isomorphic superstructure. Here, the usual notion of isomorphism between

structures is not su�cient, however, since the atom sets must also be taken into

account.

De�nition 3.26 Let (A

�

; X) and (B

�

; Y ) be quasi-free. A qf-isomorphism be-

tween (A

�

; X) and (B

�

; Y ) is an isomorphism h : A

�

! B

�

that maps X onto

Y .

The next lemma shows that qf-isomorphic structures are quasi-free for the

same class of structures (in the sense introduced in De�nition 3.24).

Lemma 3.27 Let (A

�

; X) and (B

�

; Y ) be qf-isomorphic quasi-free structures,

and let D

�

be a �-structure. If (A

�

; X) is quasi-free for D

�

, then also (B

�

; Y )

is quasi-free for D

�

. In particular, since any quasi-free structure is quasi-free for

itself, (A

�

; X) is quasi-free for B

�

and (B

�

; Y ) is quasi-free for A

�

.

Proof. Let h

A�B

: A

�

! B

�

be a �-isomorphism that maps X onto Y .

Suppose that (A

�

; X) is quasi-free for D

�

. Let h

Y�D

: Y ! D be a mapping.

Let h

X�Y

be the restriction of h

A�B

to X. Since (A

�

; X) is quasi-free for D

�

there exists a unique extension of h

X�D

:= h

X�Y

� h

Y�D

to a homomorphism

h

A�D

: A

�

! D

�

. Then h

B�D

:= h

�1

A�B

�h

A�D

: B

�

! D

�

is a �-homomorphism

extending h

Y�D

.

It remains to be shown that this homomorphism is unique. First, note that

(�) h

A�D

= h

A�B

� h

B�D

. Let g

B�D

: B

�

! D

�

be any �-homomorphism

extending h

Y�D

. Then (��) g

A�D

:= h

A�B

�g

B�D

is a �-homomorphism extending

h

X�D

. Since (A

�

; X) is quasi-free for D

�

we have g

A�D

= h

A�D

. Now, (�) and

(��) imply h

B�D

= g

B�D

.

The following two results show that one can always �nd qf-isomorphic sub-

structures and superstructures of a given quasi-free structure. For free structures,

showing these results is almost trivial. For quasi-free structures it requires rather

long and tedious technical proofs, which are therefore deferred to an Appendix.

Lemma 3.28 Let (B

�

; Y ) be a quasi-free structure. Let Z be an in�nite subset

of Y , and let C

�

:= SH

B

�

(Z). Then the following holds:

18



1. (C

�

; Z) is quasi-free, and (B

�

; Y ) and (C

�

; Z) are qf-isomorphic.

2. For each c 2 C, we have Stab

B

�

(c) = Stab

C

�

(c).

3. For each U � Z, SH

B

�

(U) = SH

C

�

(U).

Theorem 3.29 Let (A

�

; X) be a quasi-free structure. Then there exists a quasi-

free superstructure (B

�

; Y ) with the following properties:

1. Y nX is in�nite.

2. X � Y , and A

�

= SH

B

�

(X).

3. (A

�

; X) and (B

�

; Y ) are qf-isomorphic.

4. If X � Z � Y , and if C

�

= SH

B

�

(Z), then A

�

= SH

C

�

(X), and (A

�

; X) and

(C

�

; Z) are qf-isomorphic.

3.4 Logical properties of quasi-free structures

Using the notion of stabilizers, the validity of positive formulae in quasi-free

structures can be characterized in an algebraic way. This characterization is

essential for proving correctness of our method of combining constraint solvers

for quasi-free structures.

Lemma 3.30 Let (A

�

; X) be a quasi-free structure, and let


 = 8~u

1

9~v

1

: : :8~u

k

9~v

k

'(~u

1

; ~v

1

; : : : ; ~u

k

; ~v

k

)

be a positive �-sentence, where ' is a positive (not necessarily quanti�er-free)

formula. Then the following conditions are equivalent:

1. A

�

j= 8~u

1

9~v

1

: : :8~u

k

9~v

k

'(~u

1

; ~v

1

; : : : ; ~u

k

; ~v

k

).

2. There exist ~x

1

2

~

X;~e

1

2

~

A; : : : ; ~x

k

2

~

X;~e

k

2

~

A such that

(a) A

�

j= '(~x

1

; ~e

1

; : : : ; ~x

k

; ~e

k

),

(b) all atoms in the sequences ~x

1

; : : : ; ~x

k

are distinct,

(c) for all j; 1 � j � k, the components of ~x

j

are not contained in

Stab

A

�

(~e

1

) [ : : : [ Stab

A

�

(~e

j�1

).
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Proof. The proof is by induction on the number of quanti�er alternations k.

For k = 0, there is nothing to show since in this case (1) and (2.a) coincide. For

the induction step, assume that


 = 8~u

1

9~v

1

: : :8~u

k

9~v

k

8~u

k+1

9~v

k+1

'(~u

1

; ~v

1

; : : : ; ~u

k

; ~v

k

; ~u

k+1

; ~v

k+1

)

is a positive �-sentence. Let

'

0

(~u

1

; ~v

1

; : : : ; ~u

k

; ~v

k

) := 8~u

k+1

9~v

k+1

'(~u

1

; ~v

1

; : : : ; ~u

k

; ~v

k

; ~u

k+1

):

\1) 2:" Assume that

A

�

j= 8~u

1

9~v

1

: : :8~u

k

9~v

k

8~u

k+1

9~v

k+1

'(~u

1

; ~v

1

; : : : ; ~u

k

; ~v

k

; ~u

k+1

; ~v

k+1

):

By induction hypothesis, there exist ~x

1

2

~

X;~e

1

2

~

A; : : : ; ~x

k

2

~

X;~e

k

2

~

A such

that A

�

j= '

0

(~x

1

; ~e

1

; : : : ; ~x

k

; ~e

k

), all atoms in the sequences ~x

1

; : : : ; ~x

k

are dis-

tinct, and for all j; 1 � j � k, the components of ~x

j

are not contained in

Stab

A

�

(~e

1

) [ : : : [ Stab

A

�

(~e

j�1

). Because '

0

starts with a block of universal quan-

ti�ers, we may substitute the variables ~u

k+1

by an arbitrary sequence ~x

k+1

2

~

X

of distinct atoms that are \new" in the sense that none of them occurs in

the �nite set Stab

A

�

(~e

1

) [ : : : [ Stab

A

�

(~e

k

) [ ~x

1

[ : : : [ ~x

k

.

8

Thus, we obtain

A

�

j= 9~v

k+1

'(~x

1

; ~e

1

; : : : ; ~x

k

; ~e

k

; ~x

k+1

; ~v

k+1

). Because of the existential quanti-

�er on ~v

k+1

, we can deduce that there exist elements ~x

1

2

~

X;~e

1

2

~

A; : : : ; ~x

k

2

~

X;~e

k

2

~

A; ~x

k+1

2

~

X;~e

k+1

2

~

A satisfying all the properties (a), (b), and (c) from

above. Note that (b) and (c) place no restriction on the elements of the sequence

~e

k+1

.

\2 ) 1:" For the converse direction, assume that there exist elements ~x

1

2

~

X;~e

1

2

~

A; : : : ; ~x

k

2

~

X;~e

k

2

~

A; ~x

k+1

2

~

X;~e

k+1

2

~

A such that

(a) A

�

j= '(~x

1

; ~e

1

; : : : ; ~x

k

; ~e

k

; ~x

k+1

; ~e

k+1

),

(b) all atoms in the sequences ~x

1

; : : : ; ~x

k

; ~x

k+1

are distinct,

(c) for all j; 1 � j � k+1, the components of ~x

j

are not contained in Stab

A

�

(~e

1

)[

: : : [ Stab

A

�

(~e

j�1

).

Let ~a

k+1

denote a sequence of arbitrary elements of A, such that ~x

k+1

and ~a

k+1

have the same length. By Lemma 3.15, the mapping h

0

that �xes all elements in

Stab

A

�

(~e

1

)[ : : :[Stab

A

�

(~e

k

)[~x

1

[ : : :[~x

k

and maps each component of ~x

k+1

to the

corresponding component of ~a

k+1

can be extended to a surjective endomorphism

h of A

�

. By Lemma 2.1 we obtain A

�

j= '(~x

1

; ~e

1

; : : : ; ~x

k

; ~e

k

;~a

k+1

; h(~e

k+1

)), since

h keeps all elements in ~x

1

; ~e

1

; : : : ; ~x

k

; ~e

k

�xed. The arbitrary choice of ~a

k+1

shows

8

Here we use ~x

i

also to denote the set of elements of the sequence.
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that A

�

j= '

0

(~x

1

; ~e

1

; : : : ; ~x

k

; ~e

k

). The induction hypothesis applied to '

0

and the

de�nition of '

0

yield

A

�

j= 8~u

1

9~v

1

: : :8~u

k

9~v

k

8~u

k+1

9~v

k+1

'(~u

1

; ~v

1

; : : : ; ~u

k

; ~v

k

; ~u

k+1

; ~v

k+1

);

which concludes the proof of the lemma.

Readers that are familiar with our work on combining uni�cation algorithms

should note the close relationship between the second condition of the lemma and

the notion of a linear constant restriction (cf. [3]). In fact, both conditions play

a very similar rôle. To see this, consider a pre�x ~x

1

; ~e

1

; : : : ; ~x

i�1

; ~e

i�1

; ~x

i

of the

sequence in Condition 2. Condition (c) makes sure that the atoms in ~x

i

do not

occur in the stabilizers of the elements ~e

1

; : : : ; ~e

i�1

preceding ~x

i

in the order of

the enumeration. In a solution � of a uni�cation problem with linear constant

restrictions, a constant c (corresponding to an atom x above) must not occur

(corresponding to \is not in the stabilizer" above) in the image v� (corresponding

to an element e above) if v comes before c in the linear order of the restriction.

4 Combination of Quasi-Free Structures

This section is concerned with the problem of how to combine two quasi-free

structures over disjoint signatures into a new structure over the union of both

signatures. First, we will introduce an algebraic framework for combining struc-

tures, which is not restricted to quasi-free structures or disjoint signatures.

9

This

framework tries to formalize our intuition of what to expect from a canonical

combination of two structures. Second, we show that for the case of free struc-

tures, this framework really yields the canonical combined structure. In the

third subsection, we describe an explicit construction for combining two quasi-

free structures over disjoint signatures, and in the fourth subsection we show

that the result of this construction coincides with what our abstract framework

proposes as canonical combined structure.

4.1 Combination of structures

Let B

�

1

1

and B

�

2

2

be two structures. What conditions should a (�

1

[�

2

)-structure

C

�

1

[�

2

satisfy to be called a \canonical combination" of B

�

1

1

and B

�

2

2

? The central

notion of this subsection will be obtained after three steps, each introducing a

restriction that is motivated by the example of the combination of free algebras,

i.e., term algebras modulo equational theories. The structures B

�

1

1

and B

�

2

2

will

be called the components in the sequel.

9

Even if we later restrict considerations to the case of disjoint signatures, the following

general de�nitions might turn out to be a good starting point for an investigation of non-

disjoint combination problems.
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Restriction 1: Homomorphisms that embed the components into the

combined structure must exist. If the components share a common

substructure, then the embedding homomorphisms must agree on this

substructure.

In fact, a minimal requirement seems to be that both structures must in

some sense be embedded in their combination. It would, however, be too restric-

tive to demand that the components are substructures of the combined struc-

ture. For the case of non-trivial equational theories E

1

; E

2

over disjoint signa-

tures �

1

;�

2

, there exist 1{1-embeddings of T (�

1

; V )=

=

E

1

and T (�

2

; V )=

=

E

2

into T (�

1

[ �

2

; V )=

=

E

1

[E

2

. For non-disjoint signatures, however, these \embed-

dings" need no longer be 1{1. Note that even for disjoint signatures �

1

and

�

2

there is a common part, namely the trivial structure represented by the set

V of variables. A reasonable requirement is that elements of the common part

are mapped to the same element of the combined structure by the homomorphic

embeddings. To be as general as possible, we do not assume that the \common

part" is really a substructure of B

�

1

1

and B

�

2

2

. Instead, we assume that it is just

homomorphically embedded in both structures. These considerations motivate

the following formalization of Restriction 1.

De�nition 4.1 Let �

1

and �

2

be signatures, and let � � �

1

\ �

2

. A triple

(A

�

;B

�

1

1

;B

�

2

2

) with given homomorphic embeddings

h

�

A�B

1

: A

�

! B

�

1

and h

�

A�B

2

: A

�

! B

�

2

is called an amalgamation base. The structure D

�

1

[�

2

closes the amalgamation

base (A

�

;B

�

1

1

;B

�

2

2

) i� there are homomorphisms

h

�

1

B

1

�D

: B

�

1

1

! D

�

1

and h

�

2

B

2

�D

: B

�

2

2

! D

�

2

such that h

�

A�B

1

� h

�

1

B

1

�D

= h

�

A�B

2

� h

�

2

B

2

�D

. We call (D

�

1

[�

2

; h

�

1

B

1

�D

; h

�

2

B

2

�D

) an

amalgamated product of (A

�

;B

�

1

1

;B

�

2

2

).

If the embedding homomorphisms are irrelevant or clear from the context,

we will also call the structure D

�

1

[�

2

alone an amalgamated product of B

�

1

1

and B

�

2

2

over A

�

. For a given amalgamation base, there usually exist various

structures that can be used to close this base. Which one should be seen as

a canonical closure? Motivated by the example of free structures, where the

canonical combined structure is again free, we are interested in \most general"

amalgamated products.

Restriction 2: We are interested in structures closing the amalga-

mation base that are as general as possible.
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In principle, we consider a structure C to be more general than a structure

D i� there is a homomorphism of C into D. Thus, a possible formalization of

Restriction 2 seems to be to ask for an amalgamated product

(C

�

1

[�

2

; h

�

1

B

1

�C

; h

�

2

B

2

�C

)

such that for each amalgamated product (D

�

1

[�

2

; h

�

1

B

1

�D

; h

�

2

B

2

�D

) of the amal-

gamation base there exists a unique (�

1

[ �

2

)-homomorphism h

C�D

such that

h

B

i

�D

= h

B

i

�C

� h

C�D

, for i = 1; 2. This situation is illustrated in the following

�gure.

�

�
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It turns out, however, that requiring a most general element among all pos-

sible amalgamated products is too strong. Informally, the reason is that not all

amalgamated products of a given amalgamation base share \relevant" structural

properties with the component structures of the base. To be more precise, we con-

sider the example of free algebras B

�

1

1

:= T (�

1

; V )=

=

E

1

and B

�

2

2

:= T (�

2

; V )=

=

E

2

,

with common \substructure" A

�

:= T (�

1

\ �

2

; V ). The canonical combined al-

gebra is the free algebra T (�

1

[ �

2

; V )=

=

E

1

[E

2

, which is in fact most general (in

the sense introduced above) among all amalgamated products that satisfy E

1

[E

2

,

i.e., all elements of V(E

1

[E

2

). An arbitrary product D

�

1

[�

2

of B

�

1

1

and B

�

2

2

may,

however, invalidate some axioms of E

1

[ E

2

. In this case, it may not be possible

to �nd an appropriate homomorphism from T (�

1

[ �

2

; V )=

=

E

1

[E

2

to D

�

1

[�

2

. For

this reason, we allow for the possibility of restricting the attention to a certain

subclass of all amalgamated products.

Restriction 3: Only admissible combinations of the two components

are considered. The class of admissible structures should share rele-

vant structural properties with these components.

For the case of free algebras, the obvious candidate for the class of admissible

structures is the variety de�ned by the union of the component theories, i.e.,

Adm(T (�

1

; V )=

=

E

1

; T (�

2

; V )=

=

E

2

) = V(E

1

[E

2

). In Section 4.2, we will give an

algebraic reformulation of the de�nition of this class (for the case of free structures

instead of only free algebras). An appropriate class of admissible structures for the

quasi-free case will be obtained as an obvious generalization of this reformulation.

In the remainder of this subsection, however, we make no assumption on the

23



speci�c form of the class of admissible structures. We just assume that such a

class is given. An amalgamated product is called admissible i� it belongs to the

class of admissible structures.

De�nition 4.2 Let (A

�

;B

�

1

1

;B

�

2

2

) be an amalgamation base, and assume that a

class Adm(B

�

1

1

;B

�

2

2

) of admissible (�

1

[ �

2

)-structures is �xed. The admissible

amalgamated product (C

�

1

[�

2

; h

�

1

B

1

�C

; h

�

2

B

2

�C

) of B

�

1

1

and B

�

2

2

over A

�

is called a

free amalgamated product with respect to Adm(B

�

1

1

;B

�

2

2

) i� for every admissible

amalgamated product (D

�

1

[�

2

; h

�

1

B

1

�D

; h

�

2

B

2

�D

) of B

�

1

1

and B

�

2

2

over A

�

there exists

a unique homomorphism h

�

1

[�

2

C�D

: C

�

1

[�

2

! D

�

1

[�

2

such that

h

�

1

B

1

�D

= h

�

1

B

1

�C

� h

�

1

[�

2

C�D

and h

�

2

B

2

�D

= h

�

2

B

2

�C

� h

�

1

[�

2

C�D

:

Free amalgamated products need not exist, but if they exist they are unique

up to isomorphism.

Theorem 4.3 Let (A

�

;B

�

1

1

;B

�

2

2

) be an amalgamation base with �xed homomor-

phic embeddings h

�

A�B

1

: A

�

! B

�

1

and h

�

A�B

2

: A

�

! B

�

2

. The free amalgamated

product of B

�

1

1

and B

�

2

2

over A

�

with respect to a given class Adm(B

�

1

1

;B

�

2

2

) is

unique up to (�

1

[ �

2

)-isomorphism.

Proof. Let C

�

1

[�

2

and D

�

1

[�

2

be free amalgamated products of B

�

1

1

and

B

�

2

2

over A

�

with respect to Adm(B

�

1

1

;B

�

2

2

). It follows that both structures

belong to the class of admissible structures Adm(B

�

1

1

;B

�

2

2

). Since C

�

1

[�

2

is an

admissible amalgamated product, there exist homomorphisms h

�

1

B

1

�C

: B

�

1

1

! C

�

1

and h

�

2

B

2

�C

: B

�

2

2

! C

�

2

such that h

�

A�B

1

�h

�

1

B

1

�C

= h

�

A�B

2

�h

�

2

B

2

�C

. Similarly there

exist homomorphisms h

�

1

B

1

�D

: B

�

1

1

! D

�

1

and h

�

2

B

2

�D

: B

�

2

2

! D

�

2

such that

h

�

A�B

1

� h

�

1

B

1

�D

= h

�

A�B

2

� h

�

2

B

2

�D

.

Since C

�

1

[�

2

is a free amalgamated product, there exists a unique homomor-

phism f

�

1

[�

2

C�D

: C

�

1

[�

2

! D

�

1

[�

2

such that

h

�

1

B

1

�D

= h

�

1

B

1

�C

� f

�

1

[�

2

C�D

and h

�

2

B

2

�D

= h

�

2

B

2

�C

� f

�

1

[�

2

C�D

:

Similarly, there exists a unique homomorphism f

�

1

[�

2

D�C

: D

�

1

[�

2

! C

�

1

[�

2

such

that

h

�

1

B

1

�C

= h

�

1

B

1

�D

� f

�

1

[�

2

D�C

and h

�

2

B

2

�C

= h

�

2

B

2

�D

� f

�

1

[�

2

D�C

:

This implies h

�

1

B

1

�C

= h

�

1

B

1

�D

� f

�

1

[�

2

D�C

= h

�

1

B

1

�C

� f

�

1

[�

2

C�D

� f

�

1

[�

2

D�C

, and similarly we

obtain h

�

2

B

2

�C

= h

�

2

B

2

�C

� f

�

1

[�

2

C�D

� f

�

1

[�

2

D�C

.

Since C

�

1

[�

2

is a free amalgamated product, C

�

1

[�

2

2 Adm(B

�

1

1

;B

�

2

2

) implies

that there exists a unique (�

1

[ �

2

)-endomorphism h

�

1

[�

2

of C

�

1

[�

2

such that

h

�

1

B

1

�C

= h

�

1

B

1

�C

� h

�

1

[�

2

h

�

2

B

2

�C

= h

�

2

B

2

�C

� h

�

1

[�

2

:
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We have just seen that f

�

1

[�

2

C�D

� f

�

1

[�

2

D�C

satis�es these properties, and obviously,

Id

C

satis�es them as well. This shows that f

�

1

[�

2

C�D

�f

�

1

[�

2

D�C

= Id

C

. Symmetrically,

one can also show f

�

1

[�

2

D�C

� f

�

1

[�

2

C�D

= Id

D

.

To sum up, we have shown that f

�

1

[�

2

C�D

and f

�

1

[�

2

D�C

are isomorphisms that are

inverse to each other.

The theorem justi�es to speak about the free amalgamated product of two

structures (provided that the embedding homomorphisms and the class of admis-

sible structures are �xed). In this situation, we will sometimes denote the free

amalgamated product of B

1

and B

2

by B

1

� B

2

. The product operation is obvi-

ously commutative, if the de�nition of the class of admissible structures satis�es

Adm(B

�

1

1

;B

�

2

2

) = Adm(B

�

2

2

;B

�

1

1

). In order to obtain associativity as well, we

need some additional conditions on the class of admissible structures.

Before formulating these restrictions, we extend the de�nition of an amalga-

mation base and of the free amalgamated product to the case of three structures.

10

Let � � �

1

\�

2

\�

3

. A quadruple (A

�

;B

�

1

1

;B

�

2

2

;B

�

3

3

) with given homomorphic

embeddings

h

�

A�B

i

: A

�

! B

�

i

(i = 1; 2; 3)

is called a simultaneous amalgamation base. The structure D

�

1

[�

2

[�

3

closes the

simultaneous amalgamation base (A

�

;B

�

1

1

;B

�

2

2

;B

�

3

3

) i�, for i = 1; 2; 3, there are

homomorphisms h

�

i

B

i

�D

: B

�

i

i

! D

�

i

such that

h

�

A�B

1

� h

�

1

B

1

�D

= h

�

A�B

2

� h

�

2

B

2

�D

= h

�

A�B

3

� h

�

3

B

3

�D

:

In this case, (D

�

1

[�

2

[�

3

; h

�

1

B

1

�D

; h

�

2

B

2

�D

; h

�

3

B

3

�D

) is a simultaneous amalgamated

product of B

�

1

1

;B

�

2

2

;B

�

3

3

over A

�

.

Now, assume that a class of admissible structures Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

) is �xed.

The admissible simultaneous amalgamated product

(C

�

1

[�

2

[�

3

; h

�

1

B

1

�C

; h

�

2

B

2

�C

; h

�

3

B

3

�C

)

of B

�

1

1

;B

�

2

2

;B

�

3

3

over A

�

is called a free simultaneous amalgamated product with

respect to Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

) i� for every admissible simultaneous amalgamated

product (D

�

1

[�

2

[�

3

; h

�

1

B

1

�D

; h

�

2

B

2

�D

; h

�

3

B

3

�D

) there exists a unique homomorphism

f

�

1

[�

2

[�

3

C�D

: C

�

1

[�

2

[�

3

! D

�

1

[�

2

[�

3

such that g

�

i

B

i

�D

= h

�

i

B

i

�C

� f

�

1

[�

2

[�

3

C�D

, for i = 1; 2; 3. As for the binary free

amalgamated product, one can show that the free simultaneous amalgamated

product is unique up to isomorphism, provided that it exists.

10

The extension to an arbitrary number n � 2 of structures should then be obvious.
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Theorem 4.4 (Associativity of free amalgamation)

Let � � �

1

\�

2

\�

3

, and let A

�

;B

�

1

1

;B

�

2

2

;B

�

3

3

be structures with �xed homomor-

phic embeddings h

�

A�B

1

: A

�

! B

�

1

, h

�

A�B

2

: A

�

! B

�

2

, and h

�

A�B

3

: A

�

! B

�

3

. As-

sume that the free amalgamated products B

�

2

2

�B

�

3

3

, B

�

1

1

�(B

�

2

2

�B

�

3

3

), B

�

1

1

�B

�

2

2

,

and (B

�

1

1

�B

�

2

2

)�B

�

3

3

exist, and that the classes of admissible structures satisfy

B

�

1

1

� (B

�

2

2

� B

�

3

3

) 2 Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

);

(B

�

1

1

� B

�

2

2

)� B

�

3

3

2 Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

); and

Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

) � Adm(B

�

1

1

;B

�

2

2

) \ Adm(B

�

1

1

� B

�

2

2

;B

�

3

3

) \

Adm(B

�

2

2

;B

�

3

3

) \ Adm(B

�

1

1

;B

�

2

2

� B

�

3

3

):

Then we have (B

�

1

1

� B

�

2

2

)� B

�

3

3

' B

�

1

1

� (B

�

2

2

� B

�

3

3

), and this structure is the

free simultaneous amalgamated product of B

�

1

1

, B

�

2

2

, and B

�

3

3

over A

�

.

The proof of this theorem, which is again deferred to the Appendix, can be

given on a rather abstract level (manipulation of arrows, i.e., homomorphisms).

Note, however, that proving in a particular situation that the prerequisites of the

theorem are satis�ed is usually not possible on this abstract external level; it may

require deep knowledge about the internal structure of the involved structures.

Notions of \amalgamated product," similar to the one given above, can be

found in universal algebra, model theory, and in category theory (see, e.g., [29,

12, 21]). There are, however, certain di�erences between our situation and the

typical situations in which amalgamation occurs in other areas. In algebra or

model theory, amalgamation has been introduced for particular classes of alge-

braic structures such as groups, �elds, skew �elds etc. Amalgamation is studied

for such a �xed class of structures over the same signature, and it is assumed that

these structures all satisfy the same set of axioms (e.g., those for groups, �elds,

skew �elds, etc.). In our case, algebras over di�erent signatures are amalgamated,

and these algebras satisfy di�erent types of axioms (or are not de�ned by axioms

at all).

4.2 The free amalgamated product of free structures

Let B

�

1

1

be free over V in the variety V(G

1

), and let B

�

2

2

be free over V in the

variety V(G

2

), for atomic theories G

1

and G

2

over the signatures �

1

and �

2

re-

spectively, where G

1

[G

2

is non-trivial.

11

We will show that the free amalgamated

product of B

�

1

1

and B

�

2

2

is free over V in the variety V(G

1

[G

2

).

First, we must �x the \common part" of the amalgamation base, the embed-

ding homomorphisms, and the class of admissible structures. Since we want to

11

As for the purely equational case, we call a theory de�ned by relational and equational

atomic formulae non-trivial i� it has models of cardinality greater than 1.
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show that the notion of a free amalgamated product is natural even in the non-

disjoint case, we do not assume that �

1

and �

2

are disjoint. We take as common

part A

�

the absolutely free structure over V with signature � = �

1

\ �

2

, i.e.,

the free structure over V in the class of all �-structures. The embedding homo-

morphisms h

�

A�B

1

: A

�

! B

�

1

and h

�

A�B

2

: A

�

! B

�

2

are the unique extensions of

Id

V

to �-homomorphisms between these structures. As motivated in the previous

section (for the case of free algebras), we use

Adm(B

�

1

1

;B

�

2

2

) := V(G

1

[G

2

)

as class of admissible structures.

Proposition 4.5 Let � = �

1

\ �

2

, let A

�

be the absolutely free structure over

V , let G

1

and G

2

be sets of atomic formulae over the signatures �

1

and �

2

respectively, where G

1

[G

2

is non-trivial, and let B

�

i

i

be free over V in the variety

V(G

i

) (i = 1; 2). The free amalgamated product with respect to V(G

1

[ G

2

) of

the amalgamation base (A

�

;B

�

1

1

;B

�

2

2

) introduced above is isomorphic to the free

structure over V in the variety V(G

1

[G

2

).

Proof. Let C

�

1

[�

2

be the free structure over V in the variety V(G

1

[ G

2

),

which exists since G

1

[G

2

is assumed to be non-trivial. Since this structure is in

V(G

1

[ G

2

), it is an admissible structure. The �

1

-reduct C

�

1

of C

�

1

[�

2

satis�es

G

1

, and the �

2

-reduct C

�

2

satis�es G

2

. Since B

�

i

i

is free over V for the class of

all models of G

i

, there exists a unique �

i

-homomorphism h

�

i

B

i

�C

: B

�

i

i

! C

�

i

that

extends Id

V

(for i = 1; 2).

Let h

�

A�B

1

and h

�

A�B

2

be as above. It follows that

h

�

A�B

1

� h

�

1

B

1

�C

= h

�

A�B

2

� h

�

2

B

2

�C

;

since both homomorphisms represent the unique extension of Id

V

to a �-homo-

morphism A

�

! C

�

. Thus, we have shown that the free structure C

�

1

[�

2

is in

fact an admissible amalgamated product of B

�

1

1

and B

�

2

2

over A

�

with respect to

Adm(B

�

1

1

;B

�

2

2

) = V(G

1

[G

2

).

In order to show that it is the free product, assume that D

�

1

[�

2

is an ad-

missible structure in V(G

1

[ G

2

), and that homomorphisms h

�

i

B

i

�D

: B

�

i

i

! D

�

i

(i = 1; 2) satisfying

h

�

A�B

1

� h

�

1

B

1

�D

= h

�

A�B

2

� h

�

2

B

2

�D

are given. Let f

0

: V ! D be the restriction of h

�

A�B

1

� h

�

1

B

1

�D

= h

�

A�B

2

� h

�

2

B

2

�D

to V . Since D

�

1

[�

2

is an admissible structure, it is an element of V(G

1

[ G

2

),

and since C

�

1

[�

2

is free over V in the class V(G

1

[G

2

), the mapping f

0

: V ! D

has a unique extension to a homomorphism f

�

1

[�

2

C�D

: C

�

1

[�

2

! D

�

1

[�

2

.

Since h

�

1

B

1

�C

and h

�

A�B

1

coincide with Id

V

on V , h

�

1

B

1

�C

�f

�

1

[�

2

C�D

and h

�

1

B

1

�D

are

two �

1

-homomorphisms B

�

1

1

! D

�

1

that coincide on V . Thus h

�

1

B

1

�C

� f

�

1

[�

2

C�D

=
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h

�

1

B

1

�D

, since B

�

1

1

is free over V in V(G

1

), and the �

1

-reduct D

�

1

of D

�

1

[�

2

satis�es G

1

. Similarly, one can prove that h

�

2

B

2

�C

� f

�

1

[�

2

C�D

= h

�

2

B

2

�D

.

It remains to be shown that f

�

1

[�

2

C�D

is unique with this property. Since h

�

1

B

1

�C

coincides with Id

V

on V , any (�

1

[ �

2

)-homomorphism f : C

�

1

[�

2

! D

�

1

[�

2

satisfying h

�

1

B

1

�C

� f = h

�

1

B

1

�D

coincides with h

�

1

B

1

�D

on V . Since C

�

1

[�

2

is free,

there can be only one such homomorphism.

In its given form, it is not clear how to generalize the de�nition of the class of

admissible structures from free structures to arbitrary quasi-free structures. The

following reformulation will turn out to be more appropriate for this purpose (see

Section 4.4).

Proposition 4.6 Let X be a countably in�nite set, let G

1

and G

2

be sets of

(relational and equational) atomic formulae over the signatures �

1

and �

2

, where

G

1

[ G

2

is non-trivial, and let B

�

1

1

and B

�

2

2

, respectively, be free over X in the

varieties V(G

1

) and V(G

2

). Then V(G

1

[G

2

) is the class of all structures D

�

1

[�

2

such that (B

�

i

i

; X) is free for D

�

i

, for i = 1; 2.

Proof. Let D

�

1

[�

2

2 V(G

1

[G

2

). Since D

�

1

[�

2

satis�es G

1

[G

2

, its �

1

-reduct

D

�

1

satis�es G

1

and its �

2

-reduct D

�

2

satis�es G

2

. Since B

�

i

i

is free over X in

the class of all models of G

i

, it is in particular free for D

�

i

(i = 1; 2).

Conversely, let D

�

1

[�

2

be a (�

1

[ �

2

)-structure such that (B

�

i

i

; X) is free for

D

�

i

, for i = 1; 2. We must show that D

�

1

[�

2

satis�es the atomic formulae in

G

1

[ G

2

. We restrict our attention to equations; relational atomic formulae can

be treated analogously. Let s = t be an equation in G

1

[ G

2

, and let v

1

; : : : ; v

n

be the set of variables occurring in s = t. Now, assume that D

�

1

[�

2

does not

satisfy s = t. Without loss of generality, we assume that s = t is in G

1

. Thus,

there exist elements c

1

; : : : ; c

n

of D such that

D

�

1

6j= s(c

1

; : : : ; c

n

) = t(c

1

; : : : ; c

n

):

Since B

�

1

1

is a model of G

1

, we know that for arbitrary generators x

1

; : : : ; x

n

2

X we have

B

�

1

1

j= s(x

1

; : : : ; x

n

) = t(x

1

; : : : ; x

n

):

Let f : X ! D be a mapping that extends fx

1

7! c

1

; : : : ; x

n

7! c

n

g. By assump-

tion, f can be extended to a homomorphism � : B

�

1

1

! D

�

1

. By Lemma 2.2 this

implies that D

�

1

j= s(c

1

; : : : ; c

n

) = t(c

1

; : : : ; c

n

), which is a contradiction.
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4.3 An amalgamation construction for quasi-free struc-

tures

We describe an explicit construction for closing any amalgamation base where

the two components are quasi-free structures over disjoint signatures. In Sec-

tion 4.4 we will prove that the constructed amalgamated product is in fact the

free amalgamated product. Having such an explicit construction rather than just

an abstract algebraic characterization of the free amalgamated product will be-

come important in the proof of correctness of our method for combining constraint

solvers. The description of the construction given below is considerably di�erent

from the one presented in [5, 6]. The main advantage of this new description is

that it allows for shorter and simpler proofs.

Let (A

�

1

1

; X) and (A

�

2

2

; X) be quasi-free structures over disjoint signatures �

1

and �

2

such thatA

1

\A

2

= X. We consider the amalgamation base (X;A

�

1

1

;A

�

2

2

),

where the common part is just the set of atoms X. For i = 1; 2, the embedding

\homomorphisms" h

X�A

i

: X ! A

�

i

i

are given by Id

X

. In order to close this

amalgamation base, we �rst embed each component (A

�

i

i

; X) into an isomorphic

superstructure (B

�

i

i

; Y

i

) satisfying Conditions 1{4 of Theorem 3.29 (i = 1; 2). In

addition, we assume without loss of generality that B

1

\B

2

= X. Our goal is to

construct (for i = 1; 2) a �

i

-structure C

�

i

i

, which is a superstructure of A

�

i

i

and

a substructure of B

�

i

i

. The construction will provide us with a bijection between

C

2

and C

1

satisfying certain properties. This bijection can be used to carry the

�

2

-structure of C

�

2

2

over to C

1

. The (�

1

[ �

2

)-structure obtained in this way is

the result of the construction. The properties of the bijection will guarantee that

this result is in fact the free amalgamated product of the component structures.

For de�ning the required bijection, the notion of a �bre will be important.

De�nition 4.7 Let B

1

; B

2

; X; Y

1

; Y

2

as above. Fibres are either 1-�bres or 2-

�bres. A 1-�bre is of the form F = fxg for x 2 X, and a 2-�bre is of the form

F = fy; bg where y 2 Y

i

n X and b 2 B

j

n Y

j

for fi; jg = f1; 2g. For a �bre F

and i = 1; 2, let F (i) be the unique element of F in B

i

. The index of a 2-�bre F

is j i� F (j) is the non-atom element of F .

The �bring construction

Let b

1

; b

2

; b

3

; : : : be an enumeration of B

1;2

:= B

1

[ B

2

. Using this enumeration,

we construct an ascending tower of sets F

0

� F

1

� F

2

� : : : where each F

i

is

a set of mutually disjoint �bres. In addition, each set F

i

contains only �nitely

many 2-�bres. We start with F

0

:= ffxg j x 2 Xg, i.e., F

0

is the set of all

1-�bres. Now, assume that F

k

has already been de�ned, and that all �bres of F

k

are mutually disjoint. When de�ning F

k+1

, we distinguish two situations.

Case 1: If there exists an element b of B

1;2

, say in B

i

, such that
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1. each element of the stabilizer Stab

B

i

�

i

(b) belongs to a �bre F 2 F

k

, but

2. b itself does not belong to a �bre F 2 F

k

,

then we proceed as follows: Let b

min

be the �rst element of B

1;2

(in the enumer-

ation b

1

; b

2

; b

3

; : : :) satisfying the two Properties 1 and 2, and let i be such that

b

min

2 B

i

. For the other index j 6= i, we select an atom z 2 Y

j

that does not

belong to any �bre of F

k

. Such an atom exists since B

�

1

j

satis�es Condition 1

of Theorem 3.29, and F

k

is assumed to contain only �nitely many 2-�bres. We

de�ne F

k+1

:= fb

min

; zg, and F

k+1

:= F

k

[ fF

k+1

g. Note that F

k+1

is indeed a

2-�bre since b

min

cannot be an atom. In fact, it is easy to see that any atom

x has the singleton set fxg as its stabilizer. Thus, an atom cannot satisfy the

Conditions 1 and 2 simultaneously.

Case 2: Otherwise, we de�ne F

k+1

:= F

k

.

By de�nition, F

0

� F

1

� F

2

� : : :, and at each level k, all �bres of F

k

are

mutually disjoint.

The de�nition of the amalgamated structure

Let F :=

S

k�0

F

k

be the set of all �bres introduced by the construction. We say

that an element of B

1;2

is �bred i� it belongs to a �bre of F . C

1;2

:=

S

F2F

F is

the set of all �bred elements of B

1;2

, in particular C

1;2

� B

1;2

. Let C

i

:= C

1;2

\B

i

denote the set of �bred elements of B

i

, and let Z

i

:= C

1;2

\ Y

i

(i = 1; 2).

Lemma 4.8 C

i

= SH

B

i

�

i

(Z

i

), and thus it is the carrier of a substructure C

�

i

i

of

B

�

i

i

.

Proof. By Lemma 3.10, it is su�cient to show the �rst part of the lemma.

First, we show SH

B

i

�

i

(Z

i

) � C

i

. Assume that b 2 SH

B

i

�

i

(Z

i

). If b is an atom,

then b 2 Z

i

� C

i

(by Lemma 3.19). Thus, assume that b is not an atom. By

Lemma 3.22, Stab

B

i

�

i

(b) is a �nite subset of Z

i

. Since all elements of Z

i

are �bred,

there is a minimal k

b

� 0 such that each element of Stab

B

i

�

i

(b) is contained in a

�bre of F

k

b

. Thus, b satis�es Condition 1 of the construction for all k � k

b

. As

long as b is not included in a �bre of F

k

, Condition 2 is satis�ed as well. Since

only �nitely many elements in the enumeration can precede b, it will at some

stage of the construction be the minimal element satisfying both conditions, and

will thus be included in a �bre of F .

Conversely, assume that b 2 C

i

. If b is an atom, then b 2 Z

i

� SH

B

i

�

i

(Z

i

).

A non-atom element of B

1;2

is only �bred after all elements of its stabilizer are

�bred. Thus, we know that Stab

B

i

�

i

(b) � Z

i

, which implies b 2 SH

B

i

�

i

(Z

i

).
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Now, we de�ne appropriate bijections between C

1

and C

2

. Each element

c 2 C

1;2

belongs to a unique �bre F

c

of F . We de�ne the bijections h

i;j

: C

i

! C

j

by mapping each c 2 C

i

to F

c

(j), the unique element of F

c

belonging to C

j

(fi; jg = f1; 2g). Obviously this implies h

i;j

= h

j;i

�1

. Note that any element x of

X belongs to a 1-�bre, and thus

h

i;j

(x) = x for all x 2 X. (4.9)

The bijections h

1;2

and h

2;1

are now used to carry the �

2

-structure of C

�

2

2

to C

1

:

Let f be an n-ary function symbol of �

2

, let p be an n-ary predicate symbol of

�

2

, and let a

1

; : : : ; a

n

2 C

1

. We de�ne

f

C

1

(a

1

; : : : ; a

n

) := h

2;1

(f

C

2

(h

1;2

(a

1

); : : : ; h

1;2

(a

n

)))

p

C

1

[a

1

; : : : ; a

n

] : () p

C

2

[h

1;2

(a

1

); : : : ; h

1;2

(a

n

)]:

In the same way, we impose the �

1

-structure of C

�

1

on C

2

. Thus, both C

1

and

C

2

can be seen as (�

1

[ �

2

)-structures. Let � := �

1

[ �

2

. By construction, the

mappings

h

1;2

and h

2;1

are inverse �-isomorphisms between C

�

1

and C

�

2

. (4.10)

For this reason, it is irrelevant which of these two structures is taken as the result

of the construction. In the following, we use C

�

1

as the amalgamated structure

obtained by the construction, and we will sometimes denote this structure by

A

�

1

1


A

�

2

2

.

Properties of the amalgamation construction

Before we show that the construction really yields the free amalgamated product,

let us list some useful properties:

(C

�

i

i

; Z

i

) and (A

�

i

i

; X) are qf-isomorphic (for i = 1; 2). (4.11)

(4.11) follows from the fact that (for i = 1; 2) B

�

i

i

satis�es Condition 4 of Theo-

rem 3.29. In addition, by Lemma 3.28 we have

8d 2 C

i

: Stab

C

i

�

i

(d) = Stab

B

i

�

i

(d) and 8U � Z

i

: SH

C

i

�

i

(U) = SH

B

i

�

i

(U) (4.12)

For i = 1; 2, each set of �bres F

k

determines a set F

i

k

:= fF (i) j F 2 F

k

g � C

i

.

Now, (4.12) and the de�nition of the �bring construction imply:

If c 2 C

i

n Z

i

is in F

i

k+1

, then Stab

C

i

�

i

(c) � F

i

k

(for i = 1; 2). (4.13)

In order to show that C

�

1

closes the amalgamation base (X;A

�

1

1

;A

�

2

2

), we de�ne

h

A

1

�C

1

:= Id

A

1

and h

A

2

�C

1

:= h

2;1

j

A

2

. (4.14)

By de�nition of h

A

i

�C

1

and (4.9) we know that

h

A

i

�C

1

j

X

= Id

X

(for i = 1; 2). (4.15)

Thus, h

X�A

1

� h

A

1

�C

1

= Id

X

= h

X�A

2

� h

A

2

�C

1

, which shows:
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Lemma 4.16 The amalgamated structure C

�

1

obtained by the construction is an

amalgamated product of A

�

1

1

and A

�

2

2

.

De�nition 4.17 The enumeration b

1

; b

2

; b

3

; : : : de�nes a strict linear ordering

�

X

on X. In addition, a strict linear ordering �

i

on the complements C

i

nX is

given by the order in which the elements of C

i

nX are �bred: We de�ne c �

i

d

i�, for some k, c 2 F

i

k

and d 62 F

i

k

. With <

i

we denote the unique strict linear

ordering on C

i

that extends both �

X

and �

i

, and makes each element of X smaller

than each element of C

i

nX (i = 1; 2).

As an easy consequence of this de�nition, we obtain

8c; d 2 C

i

: c <

i

d i� h

i;j

(c) <

j

h

i;j

(d) (fi; jg = f1; 2g); (4.18)

8c; d 2 C

i

: c <

i

d implies d 62 Stab

C

i

�

i

(c) (i 2 f1; 2g): (4.19)

Note that (4.18) is trivial, and that (4.19) follows from (4.13).

4.4 The free amalgamated product of quasi-free struc-

tures

In this subsection, we will show that the amalgamation construction presented

above really yields the free amalgamated product of the quasi-free component

structures. In the sequel, (A

�

1

1

; X) and (A

�

2

2

; X) denote quasi-free structures over

disjoint signatures, which are used as the input components of the amalgamation

construction. As before, we consider the amalgamation base (X;A

�

1

1

;A

�

2

2

) where

the embedding homomorphisms h

X�A

i

are given by Id

X

. We also refer to other

entities introduced in the amalgamation construction, such as C

�

i

;B

�

i

i

; h

i;j

;F

k

,

etc. Recall that � := �

1

[�

2

. First, we must �x the class of admissible structures

with respect to which the free product is to be built. Proposition 4.6 motivates

the following de�nition.

De�nition 4.20 Let (X;A

�

1

1

;A

�

2

2

) be the amalgamation base introduced above.

Then we choose

Adm(A

�

1

1

;A

�

2

2

) := fD

�

1

[�

2

j (A

�

i

i

; X) is quasi-free for D

�

i

, for i = 1; 2g

as the class of admissible structures (cf. De�nition 3.24).

We obtain

Theorem 4.21 C

�

1

= A

�

1

1


 A

�

2

2

is the free amalgamated product of the quasi-

free structures A

�

1

1

and A

�

2

2

with respect to the amalgamation base and the class

Adm(A

�

1

1

;A

�

2

2

) of admissible structures de�ned above.
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Proof. Lemma 4.16 states that C

�

1

is an amalgamated product of A

�

1

1

and

A

�

2

2

. It remains to be shown that this is the free amalgamated product w.r.t.

Adm(A

�

1

1

;A

�

2

2

).

First, we prove that C

�

1

= A

�

1

1


A

�

2

2

is in the chosen class Adm(A

�

1

1

;A

�

2

2

) of

admissible structures. By Lemma 3.27 and (4.11), (A

�

1

1

; X) is quasi-free for C

�

1

1

and (A

�

2

2

; X) is quasi-free for C

�

2

2

. Since C

�

2

1

and C

�

2

2

are isomorphic, (A

�

2

2

; X)

is also quasi-free for C

�

2

1

. This shows C

�

1

2 Adm(A

�

1

1

;A

�

2

2

).

In order to show that C

�

1

is the most general admissible structure closing the

amalgamation base, assume that D

�

is another admissible amalgamated product

of A

�

1

1

and A

�

2

2

, i.e.,

(A

�

i

i

; X) is quasi-free for D

�

i

, for i = 1; 2, (4.22)

and there are �

i

-homomorphism h

A

i

�D

: A

�

i

i

! D

�

i

such that h

A

1

�D

and h

A

2

�D

coincide on X. (Recall that Id

X

is the \homomorphism" embedding X into the

components A

�

1

1

and A

�

2

2

of the amalgamation base.) We must show that there

exists a unique �-homomorphism h

C

1

�D

: C

�

1

! D

�

that satis�es

(�) h

A

i

�D

= h

A

i

�C

1

� h

C

1

�D

; for i = 1; 2:

Recall that h

A

1

�C

1

= Id

A

1

and h

A

2

�C

1

= h

1;2

j

A

2

, by (4.14). This situation is

illustrated in the following �gure.

�

�

��

@

@

@R

Q

Q

Q

Q

Qs

�

�

�

�

�3

-

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�:

X

X

X

X

X

X

X

X

X

X

X

X

X

X

X

Xz

X

A

�

1

1

A

�

2

2

C

�

1

= (A
 B)

�

D

�

Id

Id

Id

h

2;1

j

A

2

h

A

1

�D

h

A

2

�D

!

De�nition of the homomorphism: Let us start with a simple remark. A

given mapping h

k

: F

k

! D induces two mappings h

i

k

:= fhF (i); di j hF; di 2

h

k

g : F

i

k

! D. By de�nition of the bijections h

i;j

we have, for all i; j such that

fi; jg = f1; 2g,

h

i

k

and h

i;j

� h

j

k

coincide on F

i

k

. (4.23)

We de�ne an ascending tower of mappings h

0

� h

1

� h

2

� : : :, where h

k

:

F

k

! D (k = 0; 1; 2; : : :). Thus, we have h

i

0

� h

i

1

� h

i

2

� : : :, for i = 1; 2. At

each step k of the construction of this tower, we will show that, for i = 1; 2,

h

i

k

can be extended to a �

i

-homomorphism g

C

i

�D

: C

�

i

i

! D

�

i

. (4.24)
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For the case k = 0, recall that F

0

= ffxg j x 2 Xg. We de�ne

h

0

: F

0

! D : fxg 7! h

A

1

�D

(x) = h

A

2

�D

(x): (4.25)

By (4.11), (4.22), and Lemma 3.27,

(C

�

i

i

; Z

i

) is quasi-free for D

�

i

, for i = 1; 2. (4.26)

Since the induced mappings h

i

0

are functions from X � Z

i

to D, property (4.24)

for h

i

0

follows directly from (4.26) (for i = 1; 2).

For the induction step, suppose that h

k

is already de�ned, and that we must

de�ne h

k+1

. In the amalgamation construction, we have distinguished two cases.

If F

k+1

= F

k

, then we de�ne h

k+1

:= h

k

. In this case, property (4.24) is satis�ed

by induction hypothesis for the mappings h

i

k+1

= h

i

k

(for i = 1; 2). Thus, assume

that F

k+1

= F

k

[ fFg, where F is a 2-�bre, say, with index 1. Thus F is of

the form fc; zg, where c 2 C

1

n Z

1

and z 2 Z

2

, and these two elements do not

occur in a �bre of F

k

. By (4.13), Stab

C

1

�

1

(c) � F

1

k

, and thus h

1

k

is de�ned on

Stab

C

1

�

1

(c). By induction, property (4.24) holds for k, i.e., there exists at least one

extension of h

1

k

to a �

1

-homomorphism g

C

1

�D

: C

�

1

1

! D

�

1

. By Lemma 3.25 and

(4.26), all such extensions yield the same value|say, d 2 D|for c. We de�ne

h

k+1

:= h

k

[ fhfc; zg; dig.

We must show that condition (4.24) holds for k + 1. By choice of d, this is

trivial for i = 1. Let U

k

= Z

2

\F

2

k

denote the set of all atoms in Z

2

that are �bred

in F

k

, and let h

U

k

�D

denote the restriction of h

2

k

to U

k

. By (4.26), the mapping

h

U

k

�D

[ fhz; dig can be extended to a �

2

-homomorphism g

C

2

�D

: C

�

2

2

! D

�

2

.

In order to show (4.24) for i = 2 it su�ces to prove that g

C

2

�D

extends h

2

k

. By

induction, h

2

k

has an extension to a �

2

-homomorphism g

0

C

2

�D

: C

�

2

2

! D

�

2

. Since

g

0

C

2

�D

and g

C

2

�D

coincide on U

k

, these homomorphisms coincide on SH

C

2

�

2

(U

k

),

by Lemma 3.25. Recall that a non-atom, say b, is only �bred if its stabilizer is

already �bred, and thus b is in the stable hull of the already �bred atoms. For

this reason, F

2

k

|which constitutes the domain of h

2

k

|is a subset of SH

B

2

�

2

(U

k

).

By (4.12), SH

B

2

�

2

(U

k

) = SH

C

2

�

2

(U

k

), and thus g

C

2

�D

extends h

2

k

. This completes

the inductive de�nition of the ascending tower of mappings h

0

� h

1

� h

2

� : : :,

and the proof that these mappings satisfy (4.24).

We use this tower to de�ne H :=

S

k�0

h

k

. Let h

C

i

�D

:=

S

k�0

h

i

k

: C

i

! D

be the mappings induced by H (i = 1; 2). We claim that, for i = 1; 2, h

C

i

�D

is a

�

i

-homomorphism. In fact, let c

1

; : : : ; c

n

2 C

i

, and let f be a function symbol in

�

i

. Choose a level k such that c

1

; : : : ; c

n

and f

C

i

(c

1

; : : : ; c

n

) are �bred in F

k

. Note

that f

C

i

(c

1

; : : : ; c

n

) is eventually �bred if c

1

; : : : ; c

n

are �bred (see Lemma 4.8).

Since h

C

i

�D

extends h

i

k

, and since the latter mapping can be extended to a �

i

-

homomorphism g

C

i

�D

, by (4.24), it follows that

h

C

i

�D

(f

C

i

(c

1

; : : : ; c

n

)) = g

C

i

�D

(f

C

i

(c

1

; : : : ; c

n

))

= f

D

(g

C

i

�D

(c

1

); : : : ; g

C

i

�D

(c

n

))

= f

D

(h

C

i

�D

(c

1

); : : : ; h

C

i

�D

(c

n

)):

34



This shows that h

C

i

�D

is a homomorphism with respect to the function symbols

in �

i

. Similarly, it can be shown that h

C

i

�D

is a homomorphism with respect

to the relational symbols in �

i

. It remains to be shown that h

C

1

�D

is even a

�-homomorphism and that it satis�es (�).

Property (4.23) shows that h

C

1

�D

= h

1;2

� h

C

2

�D

and h

C

2

�D

= h

2;1

� h

C

1

�D

.

Since h

1;2

is a �-isomorphism (4.10) and h

C

2

�D

is a �

2

-homomorphism, the �rst

identity implies that h

C

1

�D

is also a �

2

-homomorphism. Since we already know

that it is a �

1

-homomorphism, this shows that h

C

1

�D

is a �-homomorphism.

Now, (4.15) and (4.25) imply that the �

i

-homomorphisms h

A

i

�D

and h

A

i

�C

1

�

h

C

1

�D

coincide on X. From (4.22) it follows that h

A

i

�D

= h

A

i

�C

1

� h

C

1

�D

(for

i = 1; 2), i.e., (�) holds.

Uniqueness of the homomorphism: Assume that g

�

C

1

�D

: C

�

1

! D

�

is a

�-homomorphism such that

h

A

i

�D

= h

A

i

�C

1

� g

�

C

1

�D

, for i = 1; 2. (4.27)

Let G = fhfc; h

1;2

(c)g; di j hc; di 2 g

�

C

1

�D

g. By de�nition of h

1;2

, fc; h

1;2

(c)g is

a �bre of F , for every pair hfc; h

1;2

(c)g; di 2 G. The de�nition of H and (4.27)

imply that H and G coincide on F

0

. Now, suppose that H and G coincide on

F

k

. Obviously, if F

k

= F

k+1

, then H and G coincide on F

k+1

. Thus, assume

that F

k+1

= F

k

[ ffc; zgg, where we assume without loss of generality that the

2-�bre fc; zg has index 1. As we have seen above, all endomorphisms extending

h

1

k

coincide on c. It follows that H and G coincide on fc; zg, and thus H and

G coincide on F

k+1

. Thus, we have shown by induction that H and G coincide.

Hence g

�

C

1

�D

and h

C

1

�D

coincide.

The following corollary, which is an easy consequence of the above proof, will

become important in the next subsection.

Corollary 4.28 Let D

�

2 Adm(A

�

1

1

;A

�

2

2

). Then every mapping h

X�D

: X ! D

has a unique extension to a �-homomorphism h

C

1

�D

: C

�

1

= A

�

1

1


A

�

2

2

! D

�

.

Proof. Let h

X�D

: X ! D be a mapping. Since (A

�

i

i

; X) is quasi-free for

D

�

i

, there exists a unique extension of h

X�D

to a �

i

-homomorphism h

A

i

�D

:

A

�

i

i

! D

�

i

(for i = 1; 2). Given the homomorphisms h

A

1

�D

and h

A

2

�D

, which

coincide on X, there exists a unique �-homomorphism h

C

1

�D

: C

�

1

! D

�

such

that h

A

i

�D

= h

A

i

�C

1

�h

C

1

�D

(for i = 1; 2), as we have shown in the previous proof.

It follows from (4.15) that h

C

1

�D

extends h

X�D

, which shows the existence of an

extension of h

X�D

.

To show uniqueness, assume that g

C

1

�D

is another extension of h

X�D

. Because

of (4.14) and (4.15), this implies that h

A

i

�C

1

� g

C

1

�D

extends h

X�D

to a �

i

-

homomorphism A

�

i

i

! D

�

i

(for i = 1; 2). Uniqueness of these extensions implies

h

A

i

�C

1

� g

C

1

�D

= h

A

i

�D

. But we know that h

C

1

�D

is unique with this property.
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4.5 Multiple and iterated amalgamation

The explicit amalgamation construction introduced above can easily be gener-

alized to a construction that combines an arbitrary number n � 2 of quasi-free

structures over disjoint signatures.

12

The proof given in the above subsection

can also be generalized to show that the extended construction yields the n-

fold simultaneous free amalgamated product, provided that the following obvious

generalization of the class of admissible structures is used:

Adm(A

�

1

1

; : : : ;A

�

n

n

) =

fD

�

1

[:::[�

n

j A

�

i

i

is quasi-free for D

�

i

; for 1 � i � ng: (4.29)

In this subsection, we show that it is not really necessary to introduce the ex-

plicit amalgamation construction for the case n > 2 since the free amalgamated

product can also be obtained by iterated application of the construction to two

structures. Obviously, iterated application is only possible if the structure ob-

tained by the construction is again quasi-free. The following proposition shows

that this prerequisite is satis�ed.

Proposition 4.30 The free amalgamated product of two quasi-free structures

with common atom set X is a quasi-free structure with atom set X.

Proof. We show that (C

�

1

; X) = (A

�

1

1


 A

�

2

2

; X) is a quasi-free structure.

In the proof of Theorem 4.21 we have seen that C

�

1

is an admissible structure.

Thus, if we choose D

�

:= C

�

1

in Corollary 4.28, we obtain that every mapping

h

X�C

1

: X ! C

1

can be extended to an endomorphism of C

�

1

. Thus X is an atom

set for C

�

1

. It remains to be shown that every element a 2 C

1

is stabilized|with

respect to C

�

1

|by a �nite subset of X.

To this purpose, we show by induction on k (k � 0) that each element of F

i

k

is stabilized|with respect to C

�

i

|by a �nite subset of X (for i = 1; 2).

For k = 0, we have F

i

0

= X (i = 1; 2), and thus the claim is trivially satis�ed

since x 2 X is stabilized by itself.

k ! k + 1: For F

k+1

= F

k

there is nothing to be shown. Otherwise, we have

F

k+1

= F

k

[fFg, where F is a 2-�bre. We assume without loss of generality that

F has index 1, i.e., F = fc; zg where c 2 C

1

n Z

1

and z 2 Z

2

, and both elements

of F do not occur in a �bre of F

k

. By (4.13), we know that Stab

C

1

�

1

(c) � F

1

k

.

Hence, by induction hypothesis, the elements of Stab

C

1

�

1

(c) are stabilized|with

respect to C

�

1

|by a �nite subset U of X. We show that U stabilizes c and z.

Let us �rst consider c. Take two �-endomorphisms h

1

and h

2

of C

�

1

that

coincide on U . By choice of U , we have h

1

(y) = h

2

(y) for all y 2 Stab

C

1

�

1

(c).

12

It is even possible to amalgamate a countably in�nite number of quasi-free structures in

this way.
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Since h

1

and h

2

can also be seen as �

1

-endomorphisms of C

�

1

1

, we know that

h

1

(c) = h

2

(c). Hence U stabilizes c with respect to C

�

1

.

Next we consider z. Let g

1

and g

2

be two �-endomorphisms of C

�

2

that coincide

on U . Since h

1;2

and h

2;1

leave elements of X �xed, h

1

:= h

1;2

� g

1

� h

2;1

and

h

2

:= h

1;2

�g

2

�h

2;1

are �-endomorphisms of C

�

1

that coincide on U . This implies,

as we have just seen, that h

1

(c) = h

2

(c). But then g

1

(z) = (h

2;1

� h

1

� h

1;2

)(z) =

h

1;2

(h

1

(h

2;1

(z))) = h

1;2

(h

1

(c)) = h

1;2

(h

2

(c)) = h

1;2

(h

2

(h

2;1

(z))) = (h

2;1

� h

1

�

h

1;2

)(z) = g

2

(z). To see that these equalities hold, recall that, by de�nition, h

1;2

maps z 2 C

1

to the element of C

2

in its �bre, i.e., to c. Thus, we have shown that

U stabilizes z with respect to C

�

2

, which completes the proof of the proposition.

Corollary 4.31 (A

�

1

1


 A

�

2

2

; X) is a quasi-free structure that is quasi-free for

each D

�

2 Adm(A

�

1

1

;A

�

2

2

).

Proof. This follows immediately from Corollary 4.28 and Proposition 4.30.

Obviously, the set of admissible structures, as introduced in De�nition 4.20,

satis�es Adm(A

�

1

1

;A

�

2

2

) = Adm(A

�

2

2

;A

�

1

1

). Thus, free amalgamation of quasi-

free structures is commutative. Since the amalgamation construction can be iter-

ated, the question arises whether the construction is associative as well. In order

to answer this question in the a�rmative, we must show that the assumptions of

Theorem 4.4 are satis�ed. In this case, the theorem also shows that simultaneous

free amalgamation and iterated free amalgamation yield the same result.

As an obvious consequence of the de�nition of the class of admissible struc-

tures for n � 2 (see (4.29)), we obtain Adm(A

�

1

1

;A

�

2

2

;A

�

3

3

) � Adm(A

�

1

1

;A

�

2

2

) \

Adm(A

�

2

2

;A

�

3

3

).

Lemma 4.32

Adm(A

�

1

1

;A

�

2

2

;A

�

3

3

) � Adm(A

�

1

1

;A

�

2

2


A

�

3

3

) \ Adm(A

�

1

1


A

�

2

2

;A

�

2

3

).

Proof. Let � := �

1

[ �

2

[ �

3

. Assume that D

�

2 Adm(A

�

1

1

;A

�

2

2

;A

�

3

3

).

This means that (A

�

i

i

; X) is quasi-free for D

�

i

, for i = 1; 2; 3. Hence D

�

2

[�

3

2

Adm(A

�

2

2

;A

�

3

3

). But then Corollary 4.31 implies that (A

�

2

2


 A

�

3

3

; X) is quasi-

free for D

�

2

[�

3

. Therefore D

�

2 Adm(A

�

1

1

;A

�

2

2


 A

�

3

3

). This shows that

Adm(A

�

1

1

;A

�

2

2

;A

�

3

3

) � Adm(A

�

1

1

;A

�

2

2


 A

�

3

3

). The other inclusion follows by

symmetry.

Lemma 4.33

fA

�

1

1


 (A

�

2

2


A

�

3

3

); (A

�

1

1


A

�

2

2

)
A

�

3

3

g � Adm(A

�

1

1

;A

�

2

2

;A

�

3

3

):
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Proof. We show A

�

1

1


 (A

�

2

2


 A

�

3

3

) 2 Adm(A

�

1

1

;A

�

2

2

;A

�

3

3

). (The other

inclusion follows by symmetry.) Obviously, the quasi-free structure (A

�

1

1

; X), is

quasi-free for itself, and thus quasi-free for the �

1

-isomorphic structure A

�

1

1




(A

�

2

2


 A

�

3

3

). For the same reasons, (A

�

i

i

; X) is quasi-free for A

�

2

2


 A

�

3

3

, for

i = 2; 3. Since A

�

2

2


 A

�

3

3

and A

�

1

1


 (A

2


 A

3

)

�

2

[�

3

are isomorphic (�

2

[ �

3

)-

structures, (A

�

i

i

; X) is quasi-free for (A

1


 (A

2


A

3

))

�

i

, for i = 2; 3.

To sum up, we have shown that Theorem 4.4 can be applied, which yields:

Theorem 4.34 Modulo isomorphism, free amalgamation of quasi-free structures

with disjoint signatures over the same atom set is associative, and free simulta-

neous amalgamation coincides with iterated free amalgamation.

5 Combining Constraint Solvers for Quasi-Free

Structures

Let (A

�

1

1

; X) and (A

�

2

2

; X) be quasi-free structures over disjoint signatures �

1

and �

2

, and let C

�

1

= A

�

1

1


 A

�

2

2

denote their free amalgamated product, as

constructed in the previous section, where � = �

1

[ �

2

. This section is devoted

to proving the following combination result for constraint solvers over quasi-free

structures.

Theorem 5.1 The positive theory of C

�

1

= A

�

1

1


A

�

2

2

is decidable, provided that

the positive theories of the quasi-free structures A

�

1

1

and A

�

2

2

are decidable.

First, we show how constraint solvers for the positive theories of A

�

1

1

and

A

�

2

2

can be combined to a constraint solver for the existential positive theory of

A

�

1

1


 A

�

2

2

. In a second subsection, it is shown that this result can be lifted to

the full positive theory of A

�

1

1


A

�

2

2

.

5.1 The Existential Positive Case

In this subsection, we prove a restricted version of Theorem 5.1.

Theorem 5.2 The existential positive theory of C

�

1

= A

�

1

1


 A

�

2

2

is decidable,

provided that the positive theories of the quasi-free structures A

�

1

1

and A

�

2

2

are

decidable.

The same theorem can be proved for the simultaneous free amalgamated prod-

uct of n � 2 quasi-free components over disjoint signatures. To keep the proof

simpler, we restrict our attention to the case n = 2.
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The decomposition algorithm described below decomposes an existential posi-

tive �-sentence '

0

into a �nite set of pairs (�; �), where � is a positive �

1

-sentence

and � is a positive �

2

-sentence. This algorithm coincides with the one described

in [5], where it has been used in the restricted context of combination problems

for free structures. Steps similar to Step 1, 3, and the labelling in Step 4 are

present in most methods for combining uni�cation algorithms. Nelson and Op-

pen's combination method for universal theories [32] explicitly uses Step 1, and

implicitly, Step 3 is also present.

Before we can describe the algorithm, we must introduce some notation. In the

following, V denotes an in�nite set of variables used by the �rst-order languages

under consideration. Let t be a �-term. This term is called pure i� it is either a

�

1

-term or a �

2

-term. An equation is pure i� it is an equation between pure terms

of the same signature. A relational formula p[s

1

; : : : ; s

m

] is pure i� s

1

; : : : ; s

m

are

pure terms of the signature of p. Now assume that t is a non-pure term whose

topmost function symbol is in �

1

. A subterm s of t is called alien subterm of t

i� its topmost function symbol belongs to �

2

and every proper superterm of s

in t has its top symbol in �

1

. Alien subterms of terms with top symbol in �

2

are de�ned analogously. For a relational formula p[s

1

; : : : ; s

m

], alien subterms are

de�ned as follows: if s

i

has a top symbol whose signature is di�erent from the

signature of p, then s

i

itself is an alien subterm; otherwise, any alien subterm of

s

i

is an alien subterm of p[s

1

; : : : ; s

m

].

The decomposition algorithm

Let '

0

be an existential positive �-sentence. Without loss of generality, we may

assume that '

0

has the form 9~u

0




0

, where 


0

is a conjunction of atomic formu-

lae. Indeed, since existential quanti�ers distribute over disjunction, a sentence

9~u

0

(


1

_ 


2

) is valid i� 9~u

0




1

or 9~u

0




2

is valid.

Step 1: Transform non-pure atomic formulae.

(1) Equations s = t of 


0

where s and t have topmost function symbols

belonging to di�erent signatures are replaced by (the conjunction of) two

new equations u = s; u = t, where u is a new variable. The quanti�er pre�x

is extended by adding an existential quanti�cation for u.

(2) As a result, we may assign a unique label �

1

or �

2

to each atomic for-

mula that is not an equation between variables. The label of an equation

s = t is the signature of the topmost function symbols of s and/or t. The

label of a relational formula p[s

1

; : : : ; s

m

] is the signature of p.

(3) Now alien subterms occurring in atomic formulae are successively re-

placed by new variables. For example, assume that s = t is an equation

in the current formula, and that s contains the alien subterm s

1

. Let u

be a variable not occurring in the current formula, and let s

0

be the term

obtained from s by replacing s

1

by u. Then the original equation is replaced
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by (the conjunction of) the two equations s

0

= t and u = s

1

. The quanti�er

pre�x is extended by adding an existential quanti�cation for u. The equa-

tion s

0

= t keeps the label of s = t, and the label of u = s

1

is the signature

of the top symbol of s

1

. Relational atomic formulae with alien subterms

are treated analogously. This process is iterated until all atomic formulae

occurring in the conjunctive matrix are pure. It is easy to see that this is

achieved after �nitely many iterations.

Step 2: Remove atomic formulae without label.

Equations between variables occurring in the conjunctive matrix are re-

moved as follows: If u = v is such an equation then one removes 9u from

the quanti�er pre�x and u = v from the matrix. In addition, every occur-

rence of u in the remaining matrix is replaced by v. This step is iterated

until the matrix contains no equations between variables.

Let '

1

be the new sentence obtained this way. The matrix of '

1

can be written

as a conjunction 


1;�

1

^ 


1;�

2

, where 


1;�

1

is a conjunction of all atomic formulae

from '

1

with label �

1

, and 


1;�

2

is a conjunction of all atomic formulae from '

1

with label �

2

. There are three di�erent types of variables occurring in '

1

: shared

variables occur both in 


1;�

1

and in 


1;�

2

; �

1

-variables occur only in 


1;�

1

; and

�

2

-variables occur only in 


1;�

2

. Let ~u

1;�

1

be the tuple of all �

1

-variables, ~u

1;�

2

be the tuple of all �

2

-variables, and ~u

1

be the tuple of all shared variables.

13

Obviously, '

1

is equivalent to the sentence

9~u

1

(9~u

1;�

1




1;�

1

^ 9~u

1;�

2




1;�

2

) :

The next two steps of the algorithm are nondeterministic, i.e., a given sentence

is transformed into �nitely many new sentences. Here the idea is that the original

sentence is valid i� at least one of the new sentences is valid.

Step 3: Variable identi�cation.

Consider all possible partitions of the set of all shared variables. Each of

these partitions yields one of the new sentences as follows. The variables

in each class of the partition are \identi�ed" with each other by choosing

an element of the class as representative, and replacing in the sentence all

occurrences of variables of the class by this representative. Quanti�ers for

replaced variables are removed.

Let 9~u

2

(9~u

1;�

1




2;�

1

^ 9~u

1;�

2




2;�

2

) denote one of the sentences obtained by

Step 3, where ~u

2

denotes the sequence of all representatives of shared variables.

13

The order in these tuples can be chosen arbitrarily.
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Step 4: Choose signature labels and ordering.

We choose a label �

1

or �

2

for every (shared) variable in ~u

2

, and a linear

ordering < on these variables.

For each of the choices made in Step 3 and 4, the algorithm yields a pair (�; �)

of sentences as output.

Step 5: Generate output sentences.

The sentence 9~u

2

(9~u

1;�

1




2;�

1

^ 9~u

1;�

2




2;�

2

) is split into two sentences

� = 8~v

1

9~w

1

: : :8~v

k

9~w

k

9~u

1;�

1




2;�

1

and

� = 9~v

1

8~w

1

: : :9~v

k

8~w

k

9~u

1;�

2




2;�

2

:

Here ~v

1

~w

1

: : : ~v

k

~w

k

is the unique re-ordering of ~u

2

along <. The variables ~v

i

(~w

i

) are the variables with label �

2

(label �

1

).

Thus, the overall output of the algorithm is a �nite set of pairs of sentences.

Note that the sentences � and � are positive formulae, but they need no longer

be existential positive formulae.

Obviously, Theorem 5.2 follows immediately as soon as we have shown that

the decomposition algorithm is sound and complete.

Correctness of the decomposition algorithm

First, we show soundness of the algorithm, i.e., if one of the output pairs is valid

then the original sentence was valid.

Lemma 5.3 If A

�

1

1

j= � and A

�

2

2

j= � for some output pair (�; �), then C

�

1

j= '

0

.

Proof. Since C

�

1

1

and A

�

1

1

are �

1

-isomorphic structures (4.11), we know that

C

�

1

1

j= �. Accordingly, we also have C

�

2

2

j= �. Moreover, since C

�

2

1

and C

�

2

2

are isomorphic, we know that C

�

2

1

j= �, i.e., the �

2

-reduct of the �-structure C

�

1

satis�es �. This means

C

�

1

1

j= 8~v

1

9~w

1

: : :8~v

k

9~w

k

9~u

1;�

1




2;�

1

(~v

1

; ~w

1

; : : : ; ~v

k

; ~w

k

; ~u

1;�

1

); (5.4)

C

�

2

1

j= 9~v

1

8~w

1

: : :9~v

k

8~w

k

9~u

1;�

2




2;�

2

(~v

1

; ~w

1

; : : : ; ~v

k

; ~w

k

; ~u

1;�

2

): (5.5)

Because of the existential quanti�cation over ~v

1

in (5.5), there exist elements

~a

1

2

~

C

1

such that

C

�

2

1

j= 8~w

1

: : :9~v

k

8~w

k

9~u

1;�

2




2;�

2

(~a

1

; ~w

1

; : : : ; ~v

k

; ~w

k

; ~u

1;�

2

): (5.6)
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Because of the universal quanti�cation over ~v

1

in (5.4) we have

C

�

1

1

j= 9~w

1

: : :8~v

k

9~w

k

9~u

1;�

1




2;�

1

(~a

1

; ~w

1

; : : : ; ~v

k

; ~w

k

; ~u

1;�

1

):

Because of the existential quanti�cation over ~w

1

in this formula there exist ele-

ments ~c

1

2

~

C

1

such that

C

�

1

1

j= 8~v

2

9~w

2

: : :8~v

k

9~w

k

9~u

1;�

1




2;�

1

(~a

1

;~c

1

; ~v

2

; ~w

2

; : : : ; ~v

k

; ~w

k

; ~u

1;�

1

):

Because of the universal quanti�cation over ~w

1

in (5.6) we have

C

�

2

1

j= 9~v

2

8~w

2

: : :9~v

k

8~w

k

9~u

1;�

2




2;�

2

(~a

1

;~c

1

; ~v

2

; ~w

2

; : : : ; ~v

k

; ~w

k

; ~u

1;�

2

):

Iterating this argument, we thus obtain

C

�

1

1

j= 9~u

1;�

1




2;�

1

(~a

1

;~c

1

; : : : ;~a

k

;~c

k

; ~u

1;�

1

);

C

�

2

1

j= 9~u

1;�

2




2;�

2

(~a

1

;~c

1

; : : : ;~a

k

;~c

k

; ~u

1;�

2

):

It follows that

C

�

1

j= 9~u

1;�

1




2;�

1

(~a

1

;~c

1

; : : : ;~a

k

;~c

k

; ~u

1;�

1

) ^ 9~u

1;�

2




2;�

2

(~a

1

;~c

1

; : : : ;~a

k

;~c

k

; ~u

1;�

2

):

Obviously, this implies that

C

�

1

j= 9~u

2

(9~u

1;�

1




2;�

1

^ 9~u

1;�

2




2;�

2

) ;

i.e., one of the sentences obtained after Step 3 of the algorithm holds in C

�

1

. It is

easy to see that this implies that C

�

1

j= '

0

.

Next, we show completeness of the decomposition algorithm, i.e., if the input

sentence was valid then there exists a valid output pair.

Lemma 5.7 If C

�

1

j= '

0

then A

�

1

1

j= � and A

�

2

2

j= � for some output pair (�; �).

Proof. Assume that C

�

1

j= 9~u

0




0

. Obviously, this implies that

C

�

1

j= 9~u

1

(9~u

1;�

1




1;�

1

(~u

1

; ~u

1;�

1

) ^ 9~u

1;�

2




1;�

2

(~u

1

; ~u

1;�

2

)) ;

i.e., C

�

1

satis�es the sentence that is obtained after Step 2 of the decomposition

algorithm. Thus there exists an assignment � : V ! C

1

such that

C

�

1

j= 9~u

1;�

1




1;�

1

(�(~u

1

); ~u

1;�

1

) ^ 9~u

1;�

2




1;�

2

(�(~u

1

); ~u

1;�

2

):

In Step 3 of the decomposition algorithm, we identify two shared variables u

and u

0

of ~u

1

if, and only if, �(u) = �(u

0

). With this choice,

C

�

1

j= 9~u

1;�

1




2;�

1

(�(~u

2

); ~u

1;�

1

) ^ 9~u

1;�

2




2;�

2

(�(~u

2

); ~u

1;�

2

): (5.8)

42



Here, as in the algorithm, ~u

2

denotes the set of shared variables that are used as

representatives after variable identi�cation. Accordingly, if � := � �h

1;2

: V ! C

2

denotes the corresponding assignment of elements of C

2

to variables, then we have

C

�

2

j= 9~u

1;�

1




2;�

1

(�(~u

2

); ~u

1;�

1

) ^ 9~u

1;�

2




2;�

2

(�(~u

2

); ~u

1;�

2

); (5.9)

since h

1;2

is an isomorphism. Moreover, because of the variable identi�cation

chosen above,

all components of �(~u

2

) and of �(~u

2

) are distinct. (5.10)

In Step 4, a variable u in ~u

2

is labeled with �

1

if �(u) belongs to a 1-�bre, or to

a 2-�bre with index 1. Equivalently we could demand that �(u) 2 X [ (C

1

nZ

1

).

Accordingly, a variable u in ~u

2

is labeled with �

2

, if �(u) belongs to a 2-�bre with

index 2, which means that �(u) 2 Z

1

nX. Note that this implies

�(u) 2 Z

1

nX for all shared variables u with label �

2

, (5.11)

�(u) 2 Z

2

for all shared variables u with label �

1

. (5.12)

Property (5.12) holds by de�nition of 2-�bres and of the isomorphism h

1;2

.

For two shared variables v and v

0

we de�ne v < v

0

i� �(v) <

1

�(v

0

) where

<

1

is the ordering on C

1

introduced in De�nition 4.17. Note that, by (4.18),

�(v) <

1

�(v

0

) is equivalent to �(v) <

2

�(v

0

). Now, let

� = 8~v

1

9~w

1

: : :8~v

k

9~w

k

9~u

1;�

1




2;�

1

� = 9~v

1

8~w

1

: : :9~v

k

8~w

k

9~u

1;�

2




2;�

2

be the output pair that is obtained by these choices. Thus, in ~v

1

~w

1

: : : ~v

k

~w

k

variables of ~u

2

that are smaller with respect to < always precede larger variables,

and the tuples ~v

i

(resp. ~w

i

) represent the blocks of variables of type �

2

(resp.

�

1

).

Let ~x

i

:= �(~v

i

) and ~e

i

:= �(~w

i

) (1 � i � k). Note that the elements in the se-

quence ~x

i

are atoms in Z

1

, by (5.11). We claim that the sequence ~x

1

; ~e

1

; : : : ; ~x

k

; ~e

k

satis�es Condition 2 of Lemma 3.30 for ' = 9~u

1;�

1




2;�

1

and C

�

1

1

. Part (a) of

this condition is satis�ed since (5.8) implies C

�

1

1

j= 9~u

1;�

1




2;�

1

(�(~u

2

); ~u

1;�

1

). As

an immediate consequence of (5.10) we obtain that Part (b) of the condition is

satis�ed as well. By (4.19) and the choice of <, Part (c) of the condition also

holds. This shows that we can apply Lemma 3.30, which yields C

�

1

1

j= �. Since

A

�

1

1

is isomorphic to C

�

1

1

, this implies A

�

1

1

j= �. Symmetrically it follows that

A

�

2

2

j= �.

5.2 The general positive case

The goal of this subsection is to show that the decomposition method introduced

above can be extended such that it becomes possible to decide validity of gen-

eral positive sentences in the free amalgamated product C

�

1

= A

�

1

1


 A

�

2

2

. The
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main idea is to transform positive sentences (with arbitrary quanti�er pre�x) into

existential positive sentences by Skolemizing the universally quanti�ed variables.

At this step, all universal quanti�ers of a given sentence ' in prenex form are

removed. For each variable u that is universally quanti�ed in ', a Skolem term

f

u

(~v) is introduced, where f

u

is a new uninterpreted function symbol and where ~v

denotes the sequence of existential variables of ' that precede u in the quanti�er

pre�x of '. In the matrix of the new formula, all occurrences of u are replaced by

f

u

(~v). We are Skolemizing universally quanti�ed variables since we are interested

in validity of the sentence and not in satis�ability.

In principle, the decomposition algorithm for positive sentences is now applied

twice to decompose the input sentence into three positive sentences �; �; �, whose

validity must respectively be decided in A

�

1

1

, A

�

2

2

, and the absolutely free term

algebra over the Skolem functions.

The extended decomposition algorithm

The input is a positive sentence '

1

in the mixed signature �

1

[ �

2

. We assume

that '

1

is in prenex normalform, and that the matrix of '

1

is in disjunctive

normalform. The algorithm proceeds in two phases.

Phase 1: Via Skolemization of universally quanti�ed variables, '

1

is trans-

formed into an existential sentence '

0

1

over the signature �

1

[�

2

[�

1

. Here �

1

is

the signature consisting of all the new Skolem function symbols that have been

introduced.

Suppose that '

0

1

is of the form 9~u

1

(

W




1;i

), where the 


1;i

are conjunctions

of atomic formulae. Obviously, '

0

1

is equivalent to

W

(9~u

1




1;i

), and thus it is

su�cient to decide validity of the sentences 9~u

1




1;i

. Each of these sentences is

used as input for the decomposition algorithm.

The atomic formulae in 


1;i

may contain symbols from the two (disjoint)

signatures �

1

and �

2

[ �

1

. In Phase 1 we treat the sentences 9~u

1




1;i

by means

of Steps 1{5 of the decomposition algorithm, �nally splitting them into positive

�

1

-sentences � and positive (�

2

[ �

1

)-sentences '

2

. Thus, the output of Phase 1

is a �nite set of pairs (�; '

2

).

Phase 2: In the second phase, '

2

is treated exactly as '

1

was treated before,

applying Skolemization to universally quanti�ed variables and Steps 1{5 of the

decomposition algorithm a second time. Now we consider the two (disjoint)

signatures �

2

and � = �

1

[ �

2

, where �

2

contains the Skolem functions that

are introduced by the Skolemization step of Phase 2. We obtain output pairs of

the form (�; �), where � is a positive sentence over the signature �

2

and � is a
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positive sentence over the signature �. Together with the corresponding sentence

� (over the signature �

1

) we thus obtain triples (�; �; �) as output.

For each of these triples, the sentence � is now tested for validity in A

�

1

1

, � is

tested for validity in A

�

2

2

, and � is tested for validity in the absolutely free term

algebra T (�; X) with countably many generators X, i.e., the free algebra over X

for the class of all �-algebras.

14

We have seen that this structure is a quasi-free

structure with atom set X (Examples 3.17 (3)).

Correctness of the extended decomposition algorithm

We must show that the original sentence '

1

is valid i� for one of the output

triples, all three components are valid in the respective structures. The proof

depends on the following lemma, which exhibits an interesting connection between

Skolemization and free amalgamation with an absolutely free algebra.

Lemma 5.13 Let A

�

1

be a quasi-free structure with atom set X, and let 
 be a

positive �-sentence. Suppose that the existential positive sentence 


0

is obtained

from 
 via Skolemization of the universally quanti�ed variables in 
, introducing

the set of Skolem function symbols �. Let A

�

2

:= T (�; X) be the absolutely free

term algebra over � with generators X, and let C

�[�

1

be the free amalgamated

product of A

�

1

and A

�

2

. Then A

�

1

j= 
 if, and only if, C

�[�

1

j= 


0

.

Proof. In order to avoid notational overhead, we assume without loss of

generality that existential and universal quanti�ers alternate in 
,

15

i.e., 
 =

8u

1

9v

1

: : :8u

k

9v

k

'(u

1

; v

1

; : : : ; u

k

; v

k

). Skolemization yields the existential for-

mula 


0

= 9v

1

: : : 9v

k

'(f

1

; v

1

; f

2

(v

1

); v

2

; : : : ; f

k

(v

1

; : : : ; v

k�1

); v

k

). Thus, � con-

sists of k distinct new Skolem functions f

1

; f

2

; : : : ; f

k

having the arities 0; 1; : : : ; k�

1, respectively.

First, assume that A

�

1

j= 
. The structures A

�

1

and C

�

1

are isomorphic by

(4.11), and thus

C

�

1

j= 8u

1

9v

1

: : : 8u

k

9v

k

'(u

1

; v

1

; : : : ; u

k

; v

k

): (5.14)

Suppose that the Skolem symbols f

1

; f

2

; : : : ; f

k

are interpreted by the functions

f

C

1

1

; : : : ; f

C

1

k

on the carrier C

1

of C

�[�

1

. Because of (5.14) there exists a

1

2 C

1

such that C

�[�

1

j= 8u

2

9v

2

: : :8u

k

9v

k

'(f

C

1

1

; a

1

; u

2

; v

2

; : : : ; u

k

; v

k

). Iterating this

argument, we obtain a

1

; : : : ; a

k

2 C

1

such that

C

�[�

1

j= '(f

C

1

1

; a

1

; f

C

1

2

(a

1

); a

2

; : : : ; f

C

1

k

(a

1

; : : : ; a

k�1

); a

k

):

14

Note that � contains no predicate symbols.

15

Obviously one can introduce additional quanti�ers over variables not occurring in 
 to

generate an equivalent formula of this form.
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This yields

C

�[�

1

j= 9v

1

: : :9v

k

'(f

1

; v

1

; f

2

(v

1

); v

2

; : : : ; f

k

(v

1

; : : : ; v

k�1

); v

k

);

i.e., C

�[�

1

j= 


0

.

For the converse direction, assume that

C

�[�

1

j= 9v

1

: : :9v

k

'(f

1

; v

1

; f

2

(v

1

); v

2

; : : : ; f

k

(v

1

; : : : ; v

k�1

); v

k

):

There exist a

1

; : : : ; a

k

2 C

1

such that

C

�[�

1

j= '(f

C

1

1

; a

1

; f

C

1

2

(a

1

); a

2

; : : : ; f

C

1

k

(a

1

; : : : ; a

k�1

); a

k

); (5.15)

where f

C

1

1

; : : : ; f

C

1

k

again denote the functions on C

1

that interpret the symbols

f

1

; : : : ; f

k

.

Our goal is to apply Lemma 3.30. Property (5.15) shows that the sequence

f

C

1

1

; a

1

; f

C

1

2

(a

1

); a

2

; : : : ; f

C

1

k

(a

1

; : : : ; a

k�1

); a

k

satis�es part (a) of Condition 2 of Lemma 3.30. In order to show that part (b) is

satis�ed as well, we apply the isomorphism h

1;2

to the elements f

C

1

i

(a

1

; : : : ; a

i�1

)

of the sequence. Since C

�

2

is the absolutely free term algebra, its carrier is the

set of �-terms over the set (of variables) Z

2

, and thus the symbols f

i

interpret

themselves. Consequently, we have h

1;2

(f

C

1

1

) = f

1

, h

1;2

(f

C

1

2

(a

1

)) = f

2

(h

1;2

(a

1

)), ...,

h

1;2

(f

C

1

k

(a

1

; : : : ; a

k�1

)) = f

k

(h

1;2

(a

1

); : : : ; h

1;2

(a

k�1

)), which implies that these are

distinct non-atom elements of C

�

2

. By the de�nition of h

1;2

, they belong to �bres

with index 2, which are of the form ff

C

1

i

(a

1

; : : : ; a

i�1

); f

i

(h

1;2

(a

1

); : : : ; h

1;2

(a

i�1

))g.

Since h

1;2

is a bijection, and by the de�nition of �bres, we know that the elements

f

C

1

1

; f

C

1

2

(a

1

); : : : ; f

C

1

k

(a

1

; : : : ; a

k�1

) are distinct atoms of C

1

. Thus, part (b) of Con-

dition 2 of Lemma 3.30 holds.

Consider a C

1

-atom f

C

1

i

(a

1

; : : : ; a

i�1

) and an element a

j

, where 1 � j � i� 1.

In order to prove the remaining part (c) of Condition 2 of Lemma 3.30, we

must show that f

C

1

i

(a

1

; : : : ; a

i�1

) 62 Stab

C

1

�

(a

j

). First, let us consider the situa-

tion where a

j

2 Z

1

is an atom. Obviously h

1;2

(a

j

) and h

1;2

(f

C

1

i

(a

1

; : : : ; a

i�1

)) =

f

i

(h

1;2

(a

1

); : : : ; h

1;2

(a

i�1

)) are distinct elements of C

2

. Hence, by (4.10), a

j

and

f

C

1

i

(a

1

; : : : ; a

i�1

) are distinct atoms, which yields f

C

1

i

(a

1

; : : : ; a

i�1

) 62 Stab

C

1

�

(a

j

) =

fa

j

g. Second, assume that a

j

2 C

1

n Z

1

is non-atomic. Then h

1;2

(a

j

) 2 Z

2

and

h

1;2

(a

j

) 2 Stab

C

2

�

(f

i

(h

1;2

(a

1

); : : : ; h

1;2

(a

i�1

))). Hence h

1;2

(a

j

) <

2

f

i

(h

1;2

(a

1

); : : : ;

h

1;2

(a

i�1

)), by (4.19), and a

j

<

1

f

C

1

i

(a

1

; : : : ; a

i�1

), by (4.18). But then f

C

1

i

(a

1

; : : : ;

a

i�1

) 62 Stab

C

1

�

(a

j

), by (4.19). This completes the proof that Condition 2 of

Lemma 3.30 is satis�ed.

Applying the lemma, we obtain

C

�[�

1

j= 8u

1

9v

1

: : :8u

k

9v

k

'(u

1

; v

1

; : : : ; u

k

; v

k

):
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Since 
 = 8u

1

9v

1

: : :8u

k

9v

k

'(u

1

; v

1

; : : : ; u

k

; v

k

) is a pure �-formula, and since

A

�

1

and C

�

1

are isomorphic, this shows A

�

1

j= 
.

Correctness of the extended decomposition algorithm is an easy consequence

of this lemma.

Proposition 5.16 C

�

1

[�

2

1

j= '

1

if, and only if, there exists an output triple

(�; �; �) such that A

�

1

1

j= �, A

�

2

2

j= �, and T (�; X) j= �, where � consists of the

Skolem functions introduced in Phase 1 and 2 of the algorithm.

Proof. As before, let \
" denote the free amalgamated product of two quasi-

free structures, as constructed in Section 4.3. Assume that C

�

1

[�

2

1

= A

�

1

1




A

�

2

2

j= '

1

. By Lemma 5.13 and Theorem 4.34, this implies that (A

�

1

1


 A

�

2

2

) 


T (�

1

; X) ' A

�

1

1


 (A

�

2

2


 T (�

1

; X)) j= '

0

1

, where '

0

1

is the formula obtained

from '

1

by Skolemization. Let 9~u

1




1

be one of the disjuncts in '

0

1

satis�ed by

A

�

1

1


 (A

�

2

2


 T (�

1

; X)). Since the decomposition algorithm is correct, one of

the output pairs (�; '

2

) generated by applying the decomposition algorithm to

9~u

1




1

satis�es A

�

1

1

j= � and A

�

2

2


 T (�

1

; X) j= '

2

.

Proposition 4.5 (applied for the case of two empty equational theories) implies

that T (�

1

; X) 
 T (�

2

; X) ' T (�

1

[ �

2

; X). Applying Lemma 5.13 and Theo-

rem 4.34 a second time, we obtain (A

�

2

2


T (�

1

; X))
T (�

2

; X) ' A

�

2

2


T (�

1

[

�

2

; X) j= '

0

2

, where '

0

2

is the positive existential sentence that is obtained from

'

2

via Skolemization. The decomposition algorithm, applied to '

0

2

, thus yields an

output pair (�; �) at the end of Phase 2 such thatA

�

2

2

j= � and T (�

1

[�

2

; X) j= �.

It is easy to see that all arguments used during this proof also apply in the

other direction.

The proposition shows that decidability of the positive theory of the free

amalgamated product A

�

1

1


 A

�

2

2

can be reduced to decidability of the positive

theories of A

�

1

1

, A

�

2

2

, and of an absolutely free term algebra T (�; X). It is

well-known that the whole �rst-order theory of absolutely free term algebras is

decidable [28, 27, 16]. Thus, Theorem 5.1 follows immediately. In connection

with the Theorems 4.34 and 4.30, the following generalization is obtained.

Theorem 5.17 If (A

�

1

1

; X); : : : ; (A

�

n

n

; X) are quasi-free structures over disjoint

signatures, then the full positive theory of the free simultaneous amalgamated

product A

�

1

1


 � � � 
 A

�

n

n

is decidable, provided that the positive theories of all

structures A

�

i

i

are decidable (1 � i � n).
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6 Applicability of the combination method

In addition to deriving some speci�c decidability results for combined structures,

we will discuss the conditions under which our method is applicable.

Free structures

In Section 3.1, we have seen that a free structure is always free for some vari-

ety. In addition, the free structure in countably many generators is canonical

for the positive theory of its variety. This yields the following specialization of

Theorem 5.1.

Theorem 6.1 Let V(G

1

) be a �

1

-variety and V(G

2

) be a �

2

-variety for disjoint

signatures �

1

and �

2

. The positive theory of the (�

1

[�

2

)-variety V(G

1

[G

2

) is

decidable, provided that the positive theories of V(G

1

) and of V(G

2

) are decidable.

Simple examples of free structures with a non-trivial relational part are (ab-

solutely free) term algebras that are equipped with an ordering that is invariant

under substitution, such as the lexicographic path ordering or the subterm order-

ing. For our combination result to apply, however, the positive theory of these

structures must be decidable. For a total lexicographic path ordering, this is not

the case. For the subterm ordering, the existential theory is decidable, but the

full �rst-order theory is undecidable [17]. Decidability of the positive theory is

still an open problem. For partial lexicographic path orderings, even decidability

of the existential theory is unknown. It should be noted, however, that these

decidability and undecidability results refer to ground term algebras (i.e., abso-

lutely free algebras with an empty set of generators). Since we are interested in

free structures in countably many generators (see the discussion below), it is not

quite clear how relevant the cited results are in our context.

Deciding the full positive theory of quasi-free structures

The prerequisite for combining constraint solvers with the help of our decompo-

sition algorithms is that validity of arbitrary positive sentences is decidable in

both components (see Theorem 5.1 and Theorem 5.2). If we leave the realm of

free structures, not many results are known that show that the positive theory of

a particular quasi-free structure is decidable. For two of the quasi-free structures

introduced in Examples 3.17, however, even the full �rst-order theory is known

to be decidable:

� The �rst-order theory of the algebra of rational trees|like the theory of

the algebra of �nite trees|is decidable [27]. Maher considers ground tree
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algebras, but over possibly in�nite signatures, which shows that his result

can be lifted to the non-ground case by treating variables as constants.

� The �rst-order theory of the structure of rational feature trees with arity

(as introduced in Examples 3.17) is decidable. The decidability result has

been obtained for the ground structure by giving a complete axiomatiza-

tion [8]. It is, however, easy to see that all axioms hold in the non-ground

structure as well. Thus, the ground and the non-ground variant are elemen-

tary equivalent, which implies that the �rst-order theory of the non-ground

structure is also decidable.

In general, the problem of deciding validity of existential positive sentences

and the problem of deciding validity of arbitrary positive sentences in a given

structure can be quite di�erent. For the case of quasi-free structures, however,

the following variant of Lemma 3.30 shows that the di�erence is not drastic. The

proof can be found in [7].

Lemma 6.2 Let (A

�

; X) be a quasi-free structure with non-empty ground sub-

structure A

�

G

(cf. Def. 3.18), let

8~u

1

9~v

1

: : :8~u

k

9~v

k

'(~u

1

; ~v

1

; : : : ; ~u

k

; ~v

k

)

be a positive �-sentence, and let, for all i; 1 � i � k, ~x

i

be an arbitrary (but �xed)

sequence of length j~u

i

j of distinct atoms such that distinct sequences ~x

i

and ~x

j

do

not have common elements. Let X

1;i

denote the set of all atoms occurring in the

sequences ~x

1

; : : : ; ~x

i

(i = 1; : : : ; k). Then the following conditions are equivalent:

1. A

�

j= 8~u

1

9~v

1

: : :8~u

k

9~v

k

'(~u

1

; ~v

1

; : : : ; ~u

k

; ~v

k

),

2. there exist ~e

1

2 SH

A

�

(X

1;1

); : : : ; ~e

k

2 SH

A

�

(X

1;k

) such that

A

�

j= '(~x

1

; ~e

1

; : : : ; ~x

k

; ~e

k

).

Looking at the second condition of the lemma, one sees that here the positive

sentence of the �rst condition is replaced by an existential positive sentence where

the universally quanti�ed variables are substituted by atoms, and additional re-

strictions are imposed on the values of the existentially quanti�ed variables. For

this reason, it is often not hard to extend decision procedures for the existential

positive theory of a quasi-free structure to a decision procedure for the full pos-

itive theory. For example, this way of proceeding can be used to prove that the

positive theories of the four domains of nested, hereditarily �nite wellfounded or

non-wellfounded lists or sets (as introduced in Examples 3.17) are decidable (for

the case of lists, see [7] for proofs). This implies the following decidability result

for constraint solving in a combination of such domains.
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Corollary 6.3 Simultaneous free amalgamated products have a decidable posi-

tive theory, if the components are non-ground rational feature structures with

arity, �nite or rational tree algebras, or nested, hereditarily �nite wellfounded or

non-wellfounded sets, or nested, hereditarily �nite wellfounded or non-wellfounded

lists, and if the signatures of the components are disjoint.

Ground versus non-ground structures

In the de�nition of quasi-free structures, a countably in�nite set of atoms was

required. It would, of course, be possible to generalize this de�nition to atom sets

of arbitrary (�nite or in�nite) cardinality. For most of the combination results

presented in this paper, however, the presence of a countably in�nite number of

atoms (\variables") in the structures to be combined is an essential precondition.

On the other hand, many constraint-based approaches consider ground structures

as solution domains. In most cases, however, a corresponding non-ground struc-

ture containing the necessary atoms exists. Thus, our combination method can

be applied to these non-ground variants. Of course, the combined structure ob-

tained in this way is again non-ground. For existential positive formulae, however,

it follows from Lemma 2.2 that validity in the non-ground combined structure is

equivalent to validity in the ground substructure of the combined structure (cf.

De�nition 3.18).

16

This observation has the following interesting consequence.

Even in cases where the (full) positive theory of a ground component structure

is undecidable, our combination methods can be applied to show decidability

of the existential positive theory even for the ground combined structure, pro-

vided that the (full) positive theories of the non-ground component structures

are decidable. Our remark following Lemma 6.2 shows that decidability of the

full positive theory of such a non-ground structure can sometimes be obtained

by an easy modi�cation of the decision method for the existential positive case.

Free semigroups are an example for this situation: the positive theory of a free

semigroup with a �nite number n � 2 of generators is undecidable, whereas the

positive theory of the countably generated free semigroup (which corresponds to

our non-ground case) is decidable [41].

7 Conclusion

This paper provides an abstract framework for the combination of constraint

languages and constraint solvers. It combines and simpli�es the results of [5] and

[6], emphasizing the rôle of universal algebra. The main questions that have been

addressed are:

16

It is trivial to see that there are homomorphisms between these two structures in both

directions.
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1. How can we capture|in an abstract algebraic setting|our intuition of what

a reasonable combined solution structure should satisfy?

2. What are the essential algebraic and logical properties of free structures

that

� allow for an explicit construction of the combined solution structure,

and

� guarantee that the combination techniques for constraint solvers de-

veloped in uni�cation theory can be applied?

3. Based on these insights, how can we de�ne a more general class of inter-

esting solution structures that behave like free structures with respect to

combination?

As a possible answer to the �rst question, we have introduced the notion of a

\free amalgamated product," which formalizes the intuitive idea of a most general

combination of two given structures. For the case of free structures, the result

of this algebraic construction coincides with what is obtained through the logical

point of view: given two free structures de�ned by atomic theories G

1

and G

2

,

the free amalgamated product yields the free structure de�ned by G

1

[G

2

.

As a result of analyzing the algebraic properties of free structures that are

relevant in the combination context, we have introduced a more general class of

structures|called quasi-free structures|that are equipped with structural prop-

erties that guarantee

1. that the free amalgamated product of quasi-free structures over disjoint

signatures always exists, and can be obtained by an explicit amalgamation

construction,

2. that validity of positive formulae in the free amalgamated product of quasi-

free structures over disjoint signatures can be reduced to validity of positive

formulae in the component structures with the help of the combination

techniques developed in uni�cation theory.

This class seems to be a very natural extension of the class of free structures. As

we have seen, quasi-free structures have nice algebraic properties. For example,

they allow for strong and very useful concepts like stable hulls and stabilizers,

which generalize the notions of generated subalgebras and sets of variables occur-

ring in a term. Moreover, the class of quasi-free structures contains many non-free

structures that are used as solution domains in constraint solving. Hence, this

class is an interesting object for further theoretical and practical studies. This

claim is corroborated by the fact that a very similar class of structures has inde-

pendently been introduced in [36, 43] in order to characterize a maximal class of
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algebras where equation (and constraint) solving essentially behaves like uni�ca-

tion. The notion of a quasi-free structure can be considered as a sort-free version

of the concepts that have been discussed in [36, 43].

For the case of general quasi-free structures, it is interesting to compare the

concrete combined solution domains that can be found in the literature with the

combined domains obtained by our amalgamation construction. It turns out that

there can be di�erences, if the elements of the components have a tree-like struc-

ture that allows for in�nite paths (as in the examples of non-wellfounded sets and

rational trees). In these cases, frequently (see, e.g., [35, 15]) a combined solution

structure is chosen where an in�nite number of \signature changes" may occur

when following an in�nite path in an element of the combined domain. To be

more precise, in the framework of the explicit amalgamation construction this

would mean that one may obtain an in�nite chain when starting with an element

a of one component, then taking an atom x of its stabilizer, in turn taking the

element b of the other component that is �bred with x, taking an element y of

its stabilizer, etc. In contrast, our amalgamation construction yields a combined

structure where elements allow for a �nite number of signature changes only, i.e.,

the process described above always terminates. This indicates that the free amal-

gamated product, even if it exists, is not necessarily the only interesting combined

domain. In [24] several interesting amalgamation constructions are investigated

in more detail. In particular, an alternative combination called \rational amal-

gamation" has been introduced, and a new combination algorithm adapted to

rational amalgamation has been given.

In the free case, our results extend the combination results for uni�cation

algorithms in that we allow for predicate symbols other than equality. Combina-

tion of constraint solving techniques in the presence of such additional predicate

symbols has independently been considered by H. Kirchner and Ch. Ringeissen

[26]. Their approach is based on the more syntactic rewriting and abstraction

techniques that have already been employed in the context of combining uni-

�cation algorithms (see, e.g., [3, 10]). In particular, the interpretation of the

predicate symbols in the combined structure is also de�ned with the help of these

syntactic techniques. An advantage of this approach is that it is relatively easy to

show that validity of atomic formulae (i.e., equations s = t or relational formulae

p[s

1

; : : : ; s

m

]) in the combined structure is decidable, provided that this problem

is decidable for the single structures [26]. A disadvantage is that the combined

structure is de�ned in a rather technical way, which means that it is not a pri-

ori clear what this de�nition means in an intuitive algebraic sense. Fortunately,

it can be shown [9] that, for free structures, the combined structure de�ned in

[26] coincides with our free amalgamated product, which provides this combined

structure with an algebraic justi�cation.
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Appendix

Here we give the proofs for Lemma 3.28, Theorem 3.29, and Theorem 4.4. For

convenience, we repeat the statements.

Lemma 3.28 Let (B

�

; Y ) be a quasi-free structure. Let Z be an in�nite subset

of Y , and let C

�

:= SH

B

�

(Z). Then the following holds:

1. (C

�

; Z) is quasi-free, and (B

�

; Y ) and (C

�

; Z) are qf-isomorphic.

2. For each c 2 C, we have Stab

B

�

(c) = Stab

C

�

(c).

3. For each U � Z, SH

B

�

(U) = SH

C

�

(U).

Proof. By Lemma 3.19, B

�

= SH

B

�

(Y ). Let h

0

: Y ! Z be a bijection

between the two atom sets Y and Z. By Lemma 3.13, h

0

can be extended to

an isomorphism h

B�C

between B

�

and C

�

. In order to prove the �rst part of

the lemma it remains to show that (C

�

; Z) is quasi-free. Let h

C�B

:= h

�1

B�C

. We

proceed in 4 steps.

(1.1) In this �rst step we introduce a useful isomorphism between End

�

B

and

End

�

C

. For m 2 End

�

B

, let m

#

:= h

C�B

�m � h

B�C

. Obviously m

#

2 End

�

C

. We

consider the mapping

H

#

: End

�

B

! End

�

B

: m 7! m

#

:

Since

m

#

�m

0

#

= h

C�B

�m � h

B�C

� h

C�B

�m

0

� h

B�C

= h

C�B

�m �m

0

� h

B�C

= (m �m

0

)

#

;

H

#

is a homomorphism between the monoids End

�

B

and End

�

C

. There exists a

dual homomorphism H

"

: End

�

C

! End

�

B

and it is easy to see that H

#

� H

"

is

the identity on End

�

B

, and H

"

� H

#

is the identity on End

�

C

. Thus, both are

isomorphisms that are inverse to each other.
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(1.2) In the second step we show that Z is an atom set of C

�

. Let g

Z�C

: Z !

C be a mapping. There is a corresponding mapping

g

Y�B

: Y ! B : y 7! h

C�B

(g

Z�C

(h

B�C

(y))):

17

Since (B

�

; Y ) is quasi-free, there exists an extension g

B�B

of g

Y�B

to an endo-

morphism of B

�

. Its image (g

B�B

)

#

is an endomorphism of C

�

, and it is easy to

see that this endomorphism extends g

Z�C

.

(1.3) Third, we show that every element c of C is stabilized by the set

h

B�C

(Stab

B

�

(h

C�B

(c))). Let m

#

and m

0

#

be two endomorphisms of C

�

that coin-

cide on h

B�C

(Stab

B

�

(h

C�B

(c))). For y 2 Stab

B

�

(h

C�B

(c)) we have

m(y) = h

C�B

(m

#

(h

B�C

(y)))

= h

C�B

(m

0

#

(h

B�C

(y))) = m

0

(y);

which shows that m and m

0

coincide on Stab

B

�

(h

C�B

(c)). Thus m and m

0

coincide

on h

C�B

(c). We obtain

m

#

(c) = h

B�C

(m(h

C�B

(c)))

= h

B�C

(m

0

(h

C�B

(c)))

= m

0

#

(c):

(1.4) Since Stab

B

�

(h

C�B

(c)) is a �nite subset of Y , we know that the set

h

B�C

(Stab

B

�

(h

C�B

(c))) is a �nite subset of Z. Thus, every element of C is stabi-

lized by a �nite subset of Z, which shows that (C

�

; Z) is quasi-free and completes

the proof of the �rst part of the lemma.

In order to prove the second part we show in (2.1) that Stab

B

�

(c) � Stab

C

�

(c),

for all c 2 C. In (2.2) we show that Stab

C

�

(c) � Stab

B

�

(c), for all c 2 C.

(2.1) Let m and m

0

be two endomorphisms of B

�

that coincide on Stab

C

�

(c).

Thus m

#

= h

C�B

� m � h

B�C

and m

0

#

= h

C�B

� m

0

� h

B�C

coincide on the set

h

B�C

(Stab

C

�

(c)). Clearly Stab

C

�

(c) � C. The restriction

�

h

B�C

of h

B�C

to C

�

is

an endomorphism of C

�

, and m

#

and m

0

#

coincide on

�

h

B�C

(Stab

C

�

(c)). Hence, by

Lemma 3.23, m

#

and m

0

#

coincide on

�

h

B�C

(c) = h

B�C

(c). But then

m(c) = h

C�B

(m

#

(h

B�C

(c)))

= h

C�B

(m

0

#

(h

B�C

(c)))

= m

0

(c):

It follows that Stab

C

�

(c) stabilizes c in B

�

, which shows that Stab

B

�

(c) � Stab

C

�

(c).

(2.2) Let m

#

and m

0

#

be two endomorphisms of C

�

that coincide on Stab

B

�

(c)

(recall here that Stab

B

�

(c) � Z, by Lemma 3.22). Then m = h

B�C

�m

#

� h

C�B

17

Recall that h

B�C

maps Y to Z.

57



and m

0

= h

B�C

�m

0

#

�h

C�B

coincide on h

C�B

(Stab

B

�

(c)). As an intermediate step

we show

(2.2.1) The mapping h

C�B

can be extended to an endomorphism

b

h

C�B

of B

�

.

In fact, let h

1

: Y ! B be any mapping that coincides with h

C�B

on Z, and let

b

h

C�B

be the endomorphism of B

�

that extends h

1

. Now h

C�B

and the restriction

of

b

h

C�B

to C

�

are two homomorphisms from C

�

to B

�

that coincide on Z. By

Lemma 3.27 and part 1, (C

�

; Z) is quasi-free for B

�

. Now Lemma 3.25 shows

that h

C�B

and the restriction of

b

h

C�B

to C

�

are identical mappings. Hence

b

h

C�B

extends h

C�B

.

We have seen that m and m

0

coincide on

b

h

C�B

(Stab

B

�

(c)). By Lemma 3.23,

m and m

0

coincide on

b

h

C�B

(c) = h

C�B

(c). But then

m

#

(c) = h

B�C

(m(h

C�B

(c)))

= h

B�C

(m

0

(h

C�B

(c)))

= m

0

#

(c):

It follows that Stab

B

�

(c) stabilizes c in C

�

, which shows that Stab

C

�

(c) � Stab

B

�

(c).

This concludes the proof of the second part of the lemma.

To see that the third part holds as well, note that for U � Z and b 2 B we

know by Lemma 3.22 that Stab

B

�

(b) � U implies b 2 C. By Lemma 3.22 and part

2,

SH

B

�

(U) = fb 2 B j Stab

B

�

(b) � Ug

= fc 2 C j Stab

B

�

(c) � Ug

= fc 2 C j Stab

C

�

(c) � Ug

= SH

C

�

(U):

This completes the proof of Lemma 3.28.

Theorem 3.29 Let (A

�

; X) be a quasi-free structure. Then there exists a quasi-

free superstructure (B

�

; Y ) with the following properties:

1. Y nX is in�nite.

2. X � Y , and A

�

= SH

B

�

(X).

3. (A

�

; X) and (B

�

; Y ) are qf-isomorphic.

4. If X � Z � Y , and if C

�

= SH

B

�

(Z), then A

�

= SH

C

�

(X), and (A

�

; X) and

(C

�

; Z) are qf-isomorphic.

Proof. (1) In the �rst part of the proof, we de�ne the structure B

�

. Let X

0

be

an in�nite subset of X such that X nX

0

is in�nite, and let (A

�

0

; X

0

) = SH

A

�

(X

0

)
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be the quasi-free substructure satisfying the properties stated in Lemma 3.28.

Let h

A

0

�A

: A

�

0

! A

�

be an isomorphism that extends a bijection between the

atom sets X

0

and X.

As carrier of the superstructure to be constructed, we take an arbitrary count-

ably in�nite superset B of A such that B n A is in�nite. Let Y be a subset of B

such that

1. X � Y and Y nX is in�nite,

2. Y \ A = X,

3. the sets A n (A

0

[X) and B n (A [ Y ) have the same cardinality.

We extend h

A

0

�A

to a bijection h

A�B

: A ! B such that h

A�B

(X) = Y . This

is possible because of our choice of h

A

0

�A

and of Y . In fact, by Lemma 3.19,

A = A

0

] (X nX

0

) ] (A n (A

0

[X)) is a partitioning of A, and our assumptions

ensure that B = A ] (Y nX) ] (B n (A [ Y )) is a partitioning of B. In addition,

both X nX

0

and Y nX are countably in�nite, and A n (A

0

[X) and B n (A[ Y )

have the same cardinality by assumption.

The bijection h

A�B

and its inverse h

B�A

:= h

�1

A�B

can be used to de�ne a �-

structure B

�

on the carrier B as follows: Let f 2 � be an n-ary function symbol,

and a

1

; : : : ; a

n

2 B. We de�ne the interpretation of f in B

�

by

f

B

(a

1

; : : : ; a

n

) := h

A�B

(f

A

(h

B�A

(a

1

); : : : ; h

B�A

(a

n

))):

Let p 2 � be an m-ary predicate symbol, and a

1

; : : : ; a

m

2 B. We de�ne the

interpretation of p in B

�

by

p

B

[a

1

; : : : ; a

n

] :() p

A

[h

B�A

(a

1

); : : : ; h

B�A

(a

n

)]:

Note that this de�nition is compatible with the given �-structure on A � B

since h

A

0

�A

, i.e., the restriction of h

A�B

to A

0

, is a �-isomorphism. With this

de�nition, the mapping h

A�B

becomes an isomorphism between the �-structures

B

�

and A

�

, and h

B�A

is the inverse isomorphism.

For m 2 End

�

A

, let m

1

:= h

B�A

�m � h

A�B

. As in the proof of Lemma 3.28

we can show that the mapping m 7! m

1

is an isomorphism between the monoids

End

�

A

and End

�

B

.

(2) In the second part of the proof we show that (B

�

; Y ) is quasi-free.

To this purpose, we show that Y is an atom set of B

�

. Let g

Y�B

: Y ! B be

a mapping. There is a corresponding mapping

g

X�A

: X ! A : x 7! h

B�A

(g

Y�B

(h

A�B

(x))):
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Since (A

�

; X) is quasi-free, there exists an extension g

A�A

of g

X�A

to an en-

domorphism of A

�

. Its image (g

A�A

)

1

is an endomorphisms of B

�

, and it is

easy to see that this endomorphism extends g

Y�B

. Thus, Y is in fact an atom

set of B

�

. For a given b 2 B is also straightforward to verify that the �nite

set h

A�B

(Stab

A

�

(h

B�A

(b)) � Y stabilizes b. Thus we have shown that (B

�

; Y ) is

quasi-free.

It remains to show that (B

�

; Y ) has the properties stated in the theorem. We

have seen that, by construction, Y n X is in�nite and X � Y . Hence the �rst

property is satis�ed.

(3) In order to prove the second property, it remains to be shown that A

�

=

SH

B

�

(X). We know that A

�

0

= SH

A

�

(X

0

).

First, assume that a 2 A. Since h

A�B

maps A

0

bijectively onto A, there

exists a

0

2 A

0

such that a = h

A�B

(a

0

). Now assume that the endomorphisms

m

1

and m

0

1

of B

�

coincide on X. It follows that m;m

0

coincide on X

0

. In fact,

let x

0

2 X

0

. Then h

A�B

(x

0

) 2 X, and thus

m(x

0

) = h

B�A

(m

1

(h

A�B

(x

0

)))

= h

B�A

(m

0

1

(h

A�B

(x

0

)))

= m

0

(x

0

):

Thus, we know that m;m

0

coincide on A

�

0

= SH

A

�

(X

0

). It follows that

m

1

(a) = h

A�B

(m(h

B�A

(a)))

= h

A�B

(m(a

0

))

= h

A�B

(m

0

(a

0

))

= h

A�B

(m

0

(h

B�A

(a)))

= m

0

1

(a);

and thus we have proved a 2 SH

B

�

(X).

Second, assume that a 2 SH

B

�

(X). We show that this implies that its image

h

B�A

(a) 2 SH

A

�

(X

0

) = A

�

0

. Since the restriction of h

A�B

to A

0

maps A

0

onto A,

it follows that a = h

A�B

(h

B�A

(a)) 2 A. Thus, assume that the endomorphisms

m;m

0

of A

�

coincide on X

0

. It is easy to see that this implies that m

1

; m

0

1

coincide on X, and thus they coincide on a 2 SH

B

�

(X). It follows that

m(h

B�A

(a)) = h

B�A

(m

1

(a))

= h

B�A

(m

0

1

(a))

= m

0

(h

B�A

(a));

which proves h

B�A

(a) 2 SH

A

�

(X

0

).

(4) The isomorphism h

A�B

: A

�

! B

�

, which maps X to Y , shows that

(A

�

; X) and (B

�

; Y ) are qf-isomorphic.
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(5) In order to verify the last statement, assume that Z is a set with X �

Z � Y , and let C

�

:= SH

B

�

(Z). Above we have seen that A

�

= SH

B

�

(X). It

follows from Lemma 3.28, part 3, that SH

B

�

(X) = SH

C

�

(X), hence A

�

= SH

C

�

(X).

By Lemma 3.28, part 1, (B

�

; Y ) and (C

�

; Z) are qf-isomorphic. As we have seen

above, (A

�

; X) and (B

�

; Y ) are qf-isomorphic. This implies that (A

�

; X) and

(C

�

; Z) are qf-isomorphic.

Finally, it remains to prove Theorem 4.4. This theorem is an immediate

consequence of the following lemma (and its dual).

Lemma Let � � �

1

\�

2

\�

3

, and let A

�

;B

�

1

1

;B

�

2

2

;B

�

3

3

be structures with �xed

homomorphic embeddings h

�

A�B

1

: A

�

! B

�

1

, h

�

A�B

2

: A

�

! B

�

2

, and h

�

A�B

3

:

A

�

! B

�

3

. Assume that the free amalgamated product B

�

2

2

�B

�

3

3

of B

�

2

2

and B

�

3

3

,

and the free amalgamated product B

�

1

1

� (B

�

2

2

�B

�

3

3

) of B

�

1

1

and B

�

2

2

�B

�

3

3

exist,

and that the classes of admissible structures satisfy

B

�

1

1

�(B

�

2

2

�B

�

3

3

) 2 Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

) � Adm(B

�

2

2

;B

�

3

3

)\Adm(B

�

1

1

;B

�

2

2

�B

�

3

3

):

Then B

�

1

1

� (B

�

2

2

� B

�

3

3

) is the free simultaneous amalgamated product of B

�

1

1

,

B

�

2

2

, and B

�

3

3

over A

�

.

Proof. In the sequel, if J is a subsequence of 123, �

J

denotes the union of

the signatures �

i

with i 2 J . Let B

�

23

23

:= B

�

2

2

� B

�

3

3

denote the free amalga-

mated product of B

�

2

2

and B

�

3

3

, and let h

�

i

B

i

�B

23

(i = 2; 3) be the corresponding

embeddings. Thus, we have

h

�

A�B

2

� h

�

2

B

2

�B

23

= h

�

A�B

3

� h

�

3

B

3

�B

23

: (8.1)

Now, we consider (A

�

;B

�

1

1

;B

�

23

23

) with the embeddings h

�

A�B

1

: A

�

! B

�

1

and

h

�

A�B

2

� h

�

2

B

2

�B

23

: A

�

! B

�

23

as amalgamation base. Let B

�

123

123

:= B

�

1

1

� B

�

23

23

be the corresponding free amalgamated product with embeddings h

�

1

B

1

�B

123

and

h

�

23

B

23

�B

123

. By de�nition of the amalgamated product, these embeddings satisfy

h

�

A�B

1

� h

�

1

B

1

�B

123

= (h

�

A�B

2

� h

�

2

B

2

�B

23

) � h

�

23

B

23

�B

123

: (8.2)

We show that B

�

123

123

closes the simultaneous amalgamation base (A

�

;B

�

1

1

;B

�

2

2

;

B

�

3

3

). To this purpose, we de�ne

h

�

i

B

i

�B

123

:= h

�

i

B

i

�B

23

� h

�

23

B

23

�B

123

(i = 2; 3): (8.3)

It is easy to see that, with this de�nition, (8:1) and (8:2) imply

h

�

A�B

1

� h

�

1

B

1

�B

123

= h

�

A�B

2

� h

�

2

B

2

�B

123

= h

�

A�B

3

� h

�

3

B

3

�B

123

;

i.e., B

�

123

123

indeed closes the simultaneous amalgamation base. Because of the as-

sumption that B

�

1

1

� (B

�

2

2

� B

�

3

3

) 2 Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

), we know that B

�

123

123

2
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Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

). Thus, it remains to be shown that the simultaneous amal-

gamated product B

�

123

123

is in fact free.

Assume that D

�

123

2 Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

) is a simultaneous amalgamated

product with embeddings g

�

i

B

i

�D

: B

�

i

i

! D

�

i

(i = 1; 2; 3), which thus satisfy

h

�

A�B

1

� g

�

1

B

1

�D

= h

�

A�B

2

� g

�

2

B

2

�D

= h

�

A�B

3

� g

�

3

B

3

�D

: (8.4)

Equation (8:4), together with our assumption that the classes of admissible struc-

tures satisfy Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

) � Adm(B

�

2

2

;B

�

3

3

), implies that D

�

123

is also an

amalgamated product of B

�

2

2

and B

�

3

3

. Since B

�

23

23

is the free amalgamated prod-

uct of B

�

2

2

and B

�

3

3

, there exists a unique homomorphism f

�

23

B

23

�D

: B

�

23

23

! D

�

23

such that

g

�

i

B

i

�D

= h

�

i

B

i

�B

23

� f

�

23

B

23

�D

(i = 2; 3): (8.5)

Because of our assumption Adm(B

�

1

1

;B

�

2

2

;B

�

3

3

) � Adm(B

�

1

1

;B

�

2

2

�B

�

3

3

), we know

that D

�

123

2 Adm(B

�

1

1

;B

�

2

2

� B

�

3

3

). In addition, we have h

�

A�B

1

� g

�

1

B

1

�D

=

h

�

A�B

2

�g

�

2

B

2

�D

= h

�

A�B

2

�h

�

2

B

2

�B

23

�f

�

23

B

23

�D

(the �rst identity holds because of (8:4)

and the second because of (8:5)). This shows that D

�

123

with the embeddings

g

�

1

B

1

�D

and f

�

23

B

23

�D

is an amalgamated product of B

�

1

1

and B

�

23

23

. Since B

�

123

123

is the

free amalgamated product of B

�

1

1

and B

�

23

23

, there exists a unique homomorphism

f

�

123

B

123

�D

: B

�

123

123

! D

�

123

such that

g

�

1

B

1

�D

= h

�

1

B

1

�B

123

� f

�

123

B

123

�D

; (8.6)

f

�

23

B

23

�D

= h

�

23

B

23

�B

123

� f

�

123

B

123

�D

: (8.7)

We must show that g

�

i

B

i

�D

= h

�

i

B

i

�B

123

� f

�

123

B

123

�D

for i = 1; 2; 3. For i = 1, this is

just identity (8:6). For i = 2; 3, we have h

�

i

B

i

�B

123

� f

�

123

B

123

�D

= h

�

i

B

i

�B

23

�h

�

23

B

23

�B

123

�

f

�

123

B

123

�D

= h

�

i

B

i

�B

23

� f

�

23

B

23

�D

= g

�

i

B

i

�D

(the �rst identity holds by (8:3), the second

by (8:7), and the third by (8:5)).

It remains to be shown that f

�

123

B

123

�D

is unique with this property. Thus,

assume that e

�

123

B

123

�D

: B

�

123

123

! D

�

123

is a homomorphism satisfying

g

�

i

B

i

�D

= h

�

i

B

i

�B

123

� e

�

123

B

123

�D

(i = 1; 2; 3): (8.8)

The identity (8:8) together with (8:3) yields

g

�

i

B

i

�D

= h

�

i

B

i

�B

23

� h

�

23

B

23

�B

123

� e

�

123

B

123

�D

(i = 2; 3):

Since f

�

23

B

23

�D

is the unique morphism satisfying (8:5), this implies

f

�

23

B

23

�D

= h

�

23

B

23

�B

123

� e

�

123

B

123

�D

: (8.9)

Now, consider (8:8) for i = 1 and (8:9): Since f

�

123

B

123

�D

is the unique homomor-

phism satisfying (8:6) and (8:7), these two identities imply f

�

123

B

123

�D

= e

�

123

B

123

�D

.
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