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Abstract. Description logics are a family of knowledge representatamalisms that are de-
scended from semantic networks and frames via the systerodE. During the last decade,
it has been shown that the important reasoning problemss glibsumption and satisfiability)
in a great variety of description logics can be decided utihpau-like algorithms. This is not
very surprising since description logics have turned olte@losely related to propositional
modal logics and logics of programs (such as propositiopaathic logic), for which tableau
procedures have been quite successful.

Nevertheless, due to different underlying intuitions amgl&ations, most description
logics differ significantly from run-of-the-mill modal angtogram logics. Consequently, the
research on tableau algorithms in description logics lenkte techniques and results, which
are, however, also of interest for modal logicians. In thicke, we will focus on three features
that play an important rdle in description logics (numtestrictions, terminological axioms,
and role constructors), and show how they can be taken ictmuat by tableau algorithms.
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1. Introduction

Description logics (DLs) are a family of knowledge reprdaéinn languages
which can be used to represent the terminological knowlaexfgen appli-
cation domain in a structured and formally well-understa@y. The name
description logicss motivated by the fact that, on the one hand, the important
notions of the domain are described byncept descriptionsi.e., expres-
sions that are built from atomic concepts (unary predigated atomic roles
(binary predicates) using the concept and role constrsigioovided by the
particular DL. On the other hand, DLs differ from their predssors, such
as semantic networks and frames (Quillian, 1967; Minsk81).9in that they
are equipped with a formabgic-based semantics, which can, e.g., be given
by a translation into first-order predicate logic.

Knowledge representation systems based on descriptidges|@L sys-
tems) provide their users with various inference capaslithat deduce im-
plicit knowledge from the explicitly represented knowledd-or instance,
thesubsumptioralgorithm allows one to determine subconcept-supercdancep
relationships:C' is subsumed byD iff all instances ofC' are also instances

* This is an extended version of a paper published in the pdicge of Tableaux 2000
(Baader and Sattler, 2000).
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2 Franz Baader and Ulrike Sattler

of D, i.e., the first description is always interpreted as a sulifsthe second
description. In order to ensure a reasonable and predictabiaviour of a DL
system, the subsumption problem for the DL employed by ttesy should
at least be decidable, and preferably of low complexity. Seguently, the
expressive power of the DL in question must be restrictechia@propriate
way. If the imposed restrictions are too severe, howeven the important
notions of the application domain can no longer be expredsedstigating
this trade-off between the expressivity of DLs and the caxip} of their

inference problems has been one of the most important igsdsresearch.
Roughly, the research related to this issue can be clasbifiethe following

four phases.

Phase 1: First system implementatiofitie original KL-ONE system (Brach-
man and Schmolze, 1985) as well as its early successor sygsroh as
Back (Peltason, 1991), K-Br (Mays et al., 1991), anddom (MacGregor,
1991)) employ so-called structural subsumption algorghwhich first nor-
malise the concept descriptions, and then recursively eoenthe syntactic
structure of the normalised descriptions (see, e.g., (N&B80a) for the de-
scription of such an algorithm). These algorithms are Uguary efficient
(polynomial), but they have the disadvantage that they amgptete only for
very inexpressive DLs, i.e., for more expressive DLs theynhoa detect all
the existing subsumption relationships (though this faas$ wot necessarily
known to the designers of the early systems).

Phase 2: First complexity and undecidability resulBartially in parallel
with the first phase, the first formal investigations of thbssumption prob-
lem in DLs were carried out. It turned out that (under the agsion P #
NP) already quite inexpressive DLs cannot have polynomiaksoiption
algorithms (Brachman and Levesque, 1984; Nebel, 1990)ttaat the DL
used by the K-ONE system even has an undecidable subsumption problem
(Schmidt-Schauf3, 1989). In particular, these results sbale incomplete-
ness of the (polynomial) structural subsumption algorgh@ne reaction to
these results (e.g., by the designers @fcB and Loom) was to call the
incompleteness of the subsumption algorithm a featureerdtian a bug of
a DL system. The designers of the £&5sic system (Patel-Schneider et al.,
1991; Brachman, 1992) followed another approach: theyuyrehose a re-
stricted DL that still allowed for an (almd9tcomplete polynomial structural
subsumption algorithm (Borgida and Patel-Schneider, 1994

Phase 3: Tableau algorithms for expressive DLs and thorocgymplexity
analysis. For expressive DLs (in particular, DLs allowing for disjdion

and/or negation), for which the structural approach dodsleas to com-
plete subsumption algorithms, tableau algorithms haveethiout to be quite

! The incompleteness is caused by individuals introducedheyohe-of constructor;
however, the algorithm is complete w.r.t. a non-standandaseics.
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Tableau Algorithms for Description Logics 3

useful: they are complete and often of optimal (worst-case)plexity. The
first such algorithm was proposed by Schmidt-Schaul3 and Karr{@P91)
for a DL that they calledd LC (for “attributive concept description language
with complements”¥. It quickly turned out that this approach for deciding
subsumption can be extended to various other DLs (Holluetet., 1990;
Hollunder and Baader, 1991; Baader and Hanschke, 1991;eBad@91;
Hanschke, 1992) and also to other inference problems sutieasastance
problem (Hollunder, 1990). Early on, DL researchers staitecall the algo-
rithms obtained this way “tableau-based algorithms” sihey observed that
the original algorithm by Schmidt-Schauld and SmolkaA&C, as well as
subsequent algorithms for more expressive DLs, could be agepecialisa-
tions of the tableau calculus for first-order predicateddgiie main problem
to solve was to find a specialisation that always terminated, thus yields
a decision procedure). After Schild (1991) showed tH#C is a syntactic
variant of multi-modak, it turned out that the algorithm by Schmidt-Schauf3
and Smolka was actually a re-invention of the known tabldgarghm for

K.

At the same time, the (worst-case) complexity of various QDihgartic-
ular also DLs that are not propositionally closed) was itigased in detail
(Donini et al., 1991a; Donini et al., 1991b; Donini et al. 92%.

The first DL systems employing tableau algorithmsr(K (Baader and
Hollunder, 1991) and RAcK (Bresciani et al., 1995)) demonstrated that (in
spite of their high worst-case complexity) these algorghead to acceptable
behaviour in practice (Baader et al., 1994). Highly optedisystems such as
FaCT (Horrocks, 1998b), DLP (Patel-Schneider, 1999), amceRHaarslev
and Moller, 1999) have an even better behaviour, also fochmark prob-
lems in modal logics (Horrocks, 1998a; Horrocks and PatbirSider, 1999;
Haarslev and Moller, 2000a; Horrocks, 2000; Patel-SatereR000).

Phase 4: Algorithms and efficient systems for very expredsivs. Moti-
vated by applications (e.g., in the database area), DL mefse® started to
investigate DLs whose expressive power goes far beyondnbeobALC
(e.g., DLs that do not have the finite model property). Fiestidability and
complexity results for such DLs could be obtained from theraxtion be-
tween propositional dynamic logic (PDL) and DLs (Schild91® The idea
of this approach, which was perfected by De Giacomo and Lrenzés to
translate the DL in question into PDL. If the translation @ymomial and
preserves satisfiability, then the known EXPTIME-algarithfor PDL can be
employed to decide subsumption in exponential time. Thahghapproach
has produced very strong complexity results (De Giacomo lamzerini,

2 Actually, at that time the authors were not aware of the ctaseection between their
rule-based algorithm working on constraint systems anttaabprocedures for modal and
first-order predicate logics.
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4 Franz Baader and Ulrike Sattler

1994; De Giacomo, 1995; De Giacomo and Lenzerini, 1996)rited out
to be less satisfactory from a practical point of view. Intfdirst tests in a
database application (Horrocks et al., 1999) showed tleaPfL formulae
obtained by the translation technique could not be handjeexisting effi-
cient implementations of satisfiability algorithms for P[Ratel-Schneider,
1999). To overcome this problem, DL researchers have dtaotedesign
“practical” tableau algorithms fareryexpressive DLs (Horrocks and Sattler,
1999; Horrocks et al., 1999).

The purpose of this article is to give an impression of thekvaor tableau
algorithms done in the DL community, with an emphasis onuiest that,
though they may also occur in modal logics, are of speciar@st to descrip-
tion logics. After introducing some basic notions of dgstioin logics in Sec-
tion 2, we will describe a tableau algorithm fdiCC in Section 3. Although,
from the modal logic point of view, this is just the well-knovalgorithm for
multi-modalK, this section will introduce the notations and techniqussdu
in description logics, and thus set the stage for extengimn®ore interesting
DLs. In the subsequent three sections we will show how thi lzgorithm
can be extended to one that treats number restrictionsirteliogical axioms,
and role constructors of different expressiveness, réspéc

An overview of reasoning techniques in description logidgdwnore em-
phasis on complexity results and on results for less exipesd_ s can be
found in (Donini et al., 1996). Reasoning in very expresfiies with an em-
phasis on results obtained via the translation approachdted in (Calvanese
etal., 2001).

2. Description logics: basic definitions

The main expressive means of description logics are seecalbncept de-
scriptions, which describe sets of individuals or obje&tsrmally, concept
descriptionsare inductively defined with the help of a setoihcept construc-
tors, starting with a selV¢ of concept nameand a sefVy of role namesThe
available constructors determine the expressive powéreoDL in question.
In the next two sections, we consider concept descriptian foom the
constructors shown in Table |, whe€& D stand for concept descriptions,
for a role name, and for a nonnegative integer. In the description lodi€C,
concept descriptions are formed using the constructoratioey conjunction,
disjunction, value restriction, and existential restoiot The description logic
ALCQ additionally provides us with (qualified) at-least and aisthumber
restrictions

3 In contrast to PDL, these DLs allow for transitive roles, bat for the transitive closure
operator.
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Tableau Algorithms for Description Logics 5

Table I. Syntax and semantics of concept descriptions.

| Constructor| Syntax | Semantics |
negation -C AT\ CZ
conjunction| C 1 D cTn DT
disjunction | C U D CTUuDT
existential 7 . -

L dr. AZ | Ty
restriction rc {re A" [Fy: (z,y) er" Aye C*}
value 7 _ 7 -
restriction | "¢ {ze AV |Vy: (z,y) er” 2 yeC}
at-least 7 7 7 -

o >nr. S
restriction (Gnr.C){z e A" | #{y € A" [ (z,y) er" Ay e C7} > n}
at-most 7 7 - "

. <nr. <
restricion | (SO){z € AT [ #H{y € A” | (z,y) € " Ay € O} <mj

The semantics of concept descriptions is defined in terms oftarpre-
tation Z = (AZ,.7). The domainAZ of 7 is a non-empty set of individuals
and the interpretation functiod maps each concept nanfiec N to a set
PT C AT and each role name € Ny to a binary relation” C AT x AT,
The extension of” to arbitrary concept descriptions is inductively defined,
as shown in the third column of Table |.

From the modal logic point of view, roles are simply namesdoces-
sibility relations, and existential (value) restrictioosrrespond to diamonds
(boxes) indexed by the respective accessibility relafidwus, anyALC de-
scription can be translated into a multi-mod&lformula and vice versa.
For example, the descriptiof? 1 3r.P N VYr.—P corresponds to the for-
mulap A (r)p A [r]—p, wherep is an atomic proposition corresponding to
the concept namé&. As pointed out by Schild (1991), there is an obvious
correspondence between the semanticd 6€ and the Kripke semantics for
multi-modal K, which satisfiesi € C7 iff the world d satisfies the formula
¢c corresponding t@' in the Kripke structure corresponding To Number
restrictions also have a corresponding construct in mamtgit$, so-called
graded modalities (Van der Hoek and De Rijke, 1995), whieh however,
not as well-investigated as the modal loic

One of the most important inference services of DL systernsrigputing
the subsumption hierarchy of a given finite set of conceptrijgsons.

DEFINITION 1. The concept descriptio subsumeshe concept descrip-
tion C (writtenC' C D) iff 7 C D for all interpretationsZ; C is satisfiable
iff there exists an interpretatiod such thatC”? # (; and C and D are
equivalentff C C D andD C C.
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6 Franz Baader and Ulrike Sattler

In the presence of negation, subsumption can obviously thecesl to
satisfiability: C T D iff C N —D is unsatisfiablé. Vice versa, satisfiability
can be reduced to subsumptidari:is satisfiable iff not” C P n —P, where
P is an arbitrary concept name.

Given concept descriptions that define the important netmiran appli-
cation domain, one can then describe a concrete situatitrntieé help of the
assertional formalism of description logics.

DEFINITION 2. Let Ny be a set ofindividual namesAnABox is a finite set
of assertions of the for®(a) (concept assertigror r(a, b) (role assertio)
whereC' is a concept descriptiorn; a role name, and:, b are individual
names.

An interpretationZ, which additionally assigns elemenig€ € A7’ to
individual namesz, is amodelof an ABoxA iff a” € C* ((af,b%) € rT)
holds for all assertion€'(a) (r(a, b)) in A.

The AboxA is consistenitff it has a model. The individual is aninstance
of the descriptiorC w.r.t. A iff aZ € C7 holds for all model< of A.

Satisfiability (and thus also subsumption) of concept detans as well as
the instance problem can be reduced to the consistencyepndior ABoxes:
(i) C is satisfiable iff the ABoX C'(a)} for somea € N is consistent; and
(i) ais aninstance of’ w.r.t. Aiff AU {-C(a)} is inconsistent.

Usually, one imposes thenique name assumptiaom ABoxes, i.e., re-
quires the mapping from individual names to elementdbfto be injective.
Here, we dispense with this requirement since it has no tefeec ALC,
and for DLs with number restrictions we will explicitly irmtduce inequality
assertions, which can be used to express the unique nanme@Esu

3. Atableau algorithm for ALC

Given anALC-concept descriptiody, the tableau algorithm for satisfiabil-
ity tries to construct a finite interpretatiah that satisfie<, i.e., contains
an elementzy such thatry, € C’OI. Before we can describe the algorithm
more formally, we need to introduce an appropriate datattre in which
to represent (partial descriptions of) finite interprem@s. The original pa-
per by Schmidt-Schauf? and Smolka (1991), and also many pépers on
tableau algorithms for DLs, introduce the new notion of ast@int system
for this purpose. However, if we look at the information timatist be ex-
pressed (namely, the elements of the interpretation, theept descriptions

4 This was the reason why Schmidt-Schau and Smolka (199bdirted a DL with
negation in the first place.
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Tableau Algorithms for Description Logics 7

they belong to, and their role relationships), we see thabABssertions are
sufficient for this purpose.

It will be convenient to assume that all concept descrifgtiare innegation
normal form(NNF), i.e., that negation occurs only directly in front @incept
names. Using de Morgan'’s rules and the usual rules for diestiany4.LC-
concept description can be transformed (in linear time) &t equivalent
description in NNF.

The —n-rule
Condition: A containg(C; N Cs)(z), but not bothC (z) andCs(z).
Action: A" := AU{C(z),C2(x)}.

The —,-rule
Condition: A containg(C; U Cs)(z), but neitherCy (x) nor Cy(x).
Action: A" := AU{Ci(2)}, A" .= AU{Cs(z)}.

The —3-rule

Condition: A contains(3r.C')(z), but there is no individual namesuch that
C(z) andr(z, z) are inA.

Action: A" := AU{C(y), r(z,y)} wherey is an individual name not occurring
in A.

The —v-rule

Condition: A containgVr.C')(x) andr(z,y), but it does not contaitv'(y).

Action: A" := AU{C(y)}.

Figure 1. Transformation rules of the satisfiability algorithm fdiC.

Let Cy be anALC-concept in NNF. In order to test satisfiability 6§, the
algorithm starts with4, := {Cy(zo)}, and applies consistency preserving
transformation rules (see Fig. 1) to this ABox. The transfation rule that
handles disjunction imondeterministicin the sense that a given ABOX is
transformed into two new ABoxes such that the original ABexansistent
iff one ofthe new ABoxes is so. For this reason we will consider finite e&
ABoxesS = {A, ..., A} instead of single ABoxes. Such a setimsistent
iff there is some, 1 < 7 < k, such that4; is consistent. A rule of Fig. 1 is
applied to a given finite set of ABoxesas follows: it takes an elemept of
S, and replaces it by one ABaA’ or by two ABoxesA’ and.A”.

DEFINITION 3. An ABoxA is called completeiff none of the transforma-
tion rules of Fig. 1 applies to it. The ABax® contains aclashiff {P(x),
-P(z)} C A for some individual name and some concept nanfe. An
ABox is calledclosedif it contains a clash, an@penotherwise.
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8 Franz Baader and Ulrike Sattler

The satisfiability algorithm forALC works as follows. It starts with the
singleton set of ABoxe${Cy(z()}}, and applies the rules of Fig. 1 (in arbi-
trary order) until no more rules apply. It answers “satidgafif the setS of
ABoxes obtained this way contains an open ABox, and “urfsalbie” other-
wise. Correctness of this algorithm is an easy consequefite dollowing
lemma.

LEMMA 1. LetCy be anALC-concept in negation normal form.
1. There cannot be an infinite sequence of rule applications

{{Co(z0)}} = S1 = Sy — -+

2. Assume tha$’ is obtained from the finite set of ABox8dy application
of a transformation rule. The§ is consistent iffS’ is consistent.

3. Any closed ABoA is inconsistent.

4. Any complete and open ABgiis consistent.

The first part of this lemma (termination) is an easy consecgi®f the facts
that (i) all concept assertions occurring in an ABox in on¢haf setsS; are
of the form C'(z) were C is a sub-description of; and (ii) if an ABox
in S; contains the role assertior{z, y), then the maximal role depth (i.e.,
nesting of value and existential restrictions) of concegsotiptions occurring
in concept assertions faris strictly smaller than the maximal role depth of
concept descriptions occurring in concept assertions fé detailed proof
of termination (using an explicit mapping into a well-fowttordering) for
a set of rules extending the one of Fig. 1 can, e.g., be fourfBaader and
Hanschke, 1991).

The second and third part of the lemma are quite obvious, lenéourth
part can be proved by defining tkanonical interpretatiori 4 of A:

1. The domaim\Z4 of 74 consists of the individual names occurring4n
2. For all concept nameB we defineP?4 := {z | P(z) € A}.

3. For all role names we definer’4 := {(z,y) | r(z,y) € A}.

By definition, 74 satisfies all the role assertions .1 By induction on the
structure of concept descriptions, it is easy to show thstisfies the concept
assertions as well, provided thdtis complete and open.

It is also easy to show that the canonical interpretationthashape of
a finite tree whose depth is linearly bounded by the siz€pand whose
branching factor is bounded by the number of different exital restric-
tions in Cy. ConsequentlyALC has thefinite tree model propertyi.e., any
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Tableau Algorithms for Description Logics 9

satisfiable concepf’ is satisfiable in a finite interpretatiah that has the
shape of a tree whose root belong<tp

To sum up, we have seen that the transformation rules of Figddce
satisfiability of an4LC-conceptC) (in NNF) to consistency of a finite sét
of complete ABoxes. In addition, consistency®€an be decided by looking
for obvious contradictions (clashes).

THEOREM 1. Itis decidable whether or not ad LC-concept is satisfiable.

3.1. COMPLEXITY ISSUES

The satisfiability algorithm ford LC presented above may need exponential
time and space. In fact, the size of the complete and open A8k thus

of the canonical interpretation) built by the algorithm nmssyexponential in
the size of the concept description. For example, condidedéscriptiong;,

(n > 1) that are inductively defined as follows:

Cy = Ir.AN3Ir.B,
Cpy1 = Ar. AN Ir.BNOVr.C,.

Obviously, the size of’,, grows linearly inn. However, given the input de-
scriptionC,,, the satisfiability algorithm generates a complete and éyiawx
whose canonical interpretation is a binary tree of depthnd thus consists
of 2"+ — 1 individuals.

Nevertheless, the algorithm can be modified such that its'eaty poly-
nomial space. The main reason is that different branchdsedfée model to
be generated by the algorithm can be investigated separael thus the tree
can be built and searched in a depth-first manner. Since thelegity class
NPSPACE coincides with PSPACE (Savitch, 1970), it is sudfitto describe
a nondeterministic algorithm using only polynomial spéace, for the non-
deterministic—-rule, we may simply assume that the algorithm chooses the
correct alternative. In principle, the modified algorithnanks as follows: it
starts with{Cy(z¢)} and

1. applies the-»n- and—-rules as long as possible and checks for clashes;

2. generates all the necessary direct successarguding the—5-rule and
exhaustively applies the»y-rule to the corresponding role assertions;

3. successively handles the successors in the same way.
Since the successors of a given individual can be treatedaety, the algo-
rithm needs to store only one path of the tree model to be gwtkrtogether

with the direct successors of the individuals on this path and the infomati
which of these successors must be investigated next. Siedength of the
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10 Franz Baader and Ulrike Sattler

path is linear in the size of the input descripti6p, and the number of suc-
cessors is bounded by the number of different existentstiotions inCy,
the necessary information can obviously be stored withlgromial space.

This shows that the satisfiability problem fdiC-concept descriptions is
in PSPACE. PSPACE-hardness can be shown by a reduction fbdity of
Quantified Boolean Formulae (Schmidt-Schauf3 and Smollai,; 19alpern
and Moses, 1992).

THEOREM 2. Satisfiability ofALC-concept descriptions is PSPACE-comp-
lete.

3.2. THE CONSISTENCY PROBLEM FORALC-ABOXES

The satisfiability algorithm described above can also be iselecide con-
sistency of ALC-ABoxes. LetA, be anALC-ABox such that (w.l.o.g.) all
concept descriptions iy are in NNF. To tesid,, for consistency, we simply
apply the rules of Fig. 1 to the singleton ded}. It is easy to show that
Lemma 1 still holds. Indeed, the only point that needs aalditi considera-
tion is the first one (termination). Thus, the rules of Fig.idl¢ a decision
procedure for consistency gfLC-ABoxes.

Since now the canonical interpretation obtained from a detaand open
ABox need no longer be of tree shape, the argument used totbabdthe sat-
isfiability problem is in PSPACE cannot directly be appliedhe consistency
problem. In order to show that the consistency problem isSFPACE, one
can, however, proceed as follows: Irpee-completionstep, one applies the
transformation rules only told individuals (i.e., individuals present in the
original ABox Ap). Subsequently, one can forget about the role assertions,
i.e., for each individual name in the pre-completed ABog, $htisfiability al-
gorithm is applied to the conjunction of its concept aseedi(see (Hollunder,
1996) for details).

THEOREM 3. Consistency afd LC-ABoxes is PSPACE-complete.
Since ALC is closed under negation, this also implies that the ingtanc
problem is PSPACE-complete I ALC. The consistency and the instance

problem for DLs not allowing for negation has been inveséidadn (Schaerf,
1993; Donini et al., 1994).

4. Number restrictions

Before treating the qualified number restrictions intrasthin Section 2, we
consider a restricted form of number restrictions, whicthis form present
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Tableau Algorithms for Description Logics 11

in most DL systems. lmnqualifiednumber restrictions, the qualifying con-
cept is the top concept, whereT is an abbreviation fo® LI -P, i.e., a
concept that is always interpreted by the whole interpm@iatiomain. In-
stead of(>nr.T) and (<nr.T), we write unqualified number restrictions
simply as(>nr) and(<nr). The DL that extends1£C by unqualified num-
ber restrictions is denoted b4 LCN (Hollunder et al., 1990; Donini et al.,
1991a).

Obviously, ALCN - and ALC Q-concept descriptions can also be trans-
formed into NNF in linear time.

4.1. ATABLEAU ALGORITHM FOR ALCN

The main idea underlying the extension of the tableau alyworifor ALC
to ALCN is quite simple. At-least restrictions are treated by gatireg the
required role successors as new individuals. At-mostictisins that are cur-
rently violated are treated by (nondeterministically)ntiying some of the
role successors. To avoid running into a generate-ideayifye, we introduce
explicit inequality assertions that prohibit the identfion of individuals that
were introduced to satisfy an at-least restriction.

Inequality assertionare of the formz # y for individual nameg:, i, with
the obvious semantics that an interpretatiosatisfiess # y iff 27 # y”.
These assertions are assumed to be symmetric, i.e., shgingk y belongs
to an ABoxA is the same as saying that“ = belongs taA.

Thesatisfiability algorithmfor ALCN is obtained from the one fod LC
by adding the rules in Fig. 2, and by considering a seconddyptashes

— () (@)} U{r(z,y) |1 <i<n+1U{y #Fy; [ 1 <i <
j<n+1} C Aforz,y;,...,ynt1 € N1, r € Ng, and a nonnegative
integern.

The nondeterministic-+<-rule replaces the ABo¥ by finitely many new
ABoxesA; ;. Lemma 1 still holds for the extended algorithm (see e.ga(®@a
and Sattler, 1999), where this is proved for a more expre€3iy). This shows
that satisfiability (and thus also subsumption)4fC N -concept descriptions
is decidable.

4.1.1. Complexity issues

The ideas that lead to a PSPACE algorithm f6£C can be applied to the
extended algorithm as well. The only difference is thatpbehandling the
successors of an individual (introduced by at-least andtexiial restric-
tions), one must check for clashes of the second type andajertbe neces-
sary identifications. However, this simple extension oerbds to a PSPACE
algorithm if we assume the numbers in at-least restricttonise written in
basel representation (called unary notation in the followinggrel the size
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12 Franz Baader and Ulrike Sattler

The —>-rule

Condition: A containg>nr)(z), and there are no individual names. . ., z,
such that(z, z;) (1 <i<n)andz; # z; (L <i < j <n)areinA.

Action: A" := AU{r(z,y;) |1 <i<n}U{y; #y,; |1 <i<j<n}, where
Y1, - -, Yn are distinct individual names not occurring.ih

The —<-rule

Condition: A contains distinct individual nameg,...,y,+1 such that
(<nr)(z) andr(z,y1),...,7(x,yny1) are in A, andy; # y; is notin
Aforsomei,j,1<i<j<n+1.

Action: For each paiy;,y; such thatl < i < j < n 4+ 1andy; # y; is not
in A, the ABox A; ; := [y;/y;]A is obtained from4 by replacing each
occurrence ofy; by y;.

Figure 2. The transformation rules handling unqualified number iggins.

of the representation coincides with the number repredefiar bases larger
than1 (e.g., numbers in decimal notation), the number repredemizy be
exponential in the size of the representation. Thus, weatdantroduce all the
successors required by at-least restrictions while ontyguspace polynomial
in the size of the concept description if the numbers in tescdption are not
written in unary notation.

It is not hard to see, however, that most of the successorsreggby
the at-least restrictions need not be introduced at alln lindividual = ob-
tains at least one-successor due to the application of thes-rule, then
the —>-rule need not be applied to for the roler. Otherwise, we simply
introduceoner-successor as representative. In order to detect incensist
due to conflicting number restrictions, we need to addther type of clashes:
{(<nr)(z), (=mr)(x)} C Afor nonnegative integers < m. The canonical
interpretation obtained by this modified algorithm needsatisfy the at-least
restrictions inCy. However, it can easily be modified to an interpretation that
does, by duplicating-successors (more precisely, the whole subtrees starting
at these successors).

THEOREM 4. Satisfiability ofAL£CN -concept descriptions is PSPACE-com-
plete, even if numbers are not represented in unary notation

4.1.2. The consistency problem fotLCN -ABoxes

Just as withALC, the extended rule set fodLCA can also be applied

to arbitrary ABoxes. Unfortunately, the algorithm obtalntis way need

not terminate unless one imposes a specific strategy on the order of rule
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Tableau Algorithms for Description Logics 13
applications. For example, consider the ABox
Ao :={r(a,a), (3r.P)(a), (<1r)(a), (Vr.3r.P)(a)}.
By applying the—3-rule toa, we can introduce a newsuccessot: of a:
Ar = Ag U {r(a,z), P(z)}.

The —y-rule adds the assertigir. P)(x), which triggers an application of
the —3-rule toz. Thus, we obtain the new ABox

Az = A1 U{(3r.P)(x), r(z,y), P(y)}-

Sincea has twor-successors ind,, the —<-rule is applicable toz. By
replacing every occurrence ofby a, we obtain the ABox

Az == Ay U {P(a)v r(avy)v P(y)}

Except for the individual names (and the assertitfia), which is, however,
irrelevant), As is identical toA4;. For this reason, we can continue as above
to obtain an infinite chain of rule applications.

We can easily regain termination by requiring tigaherating ruleqi.e.,
the rules—3 and —>) may only be applied if none of the other rules is
applicable. In the above example, this strategy would prietree application
of the—3-rule tox in the ABox.A; U {(3r.P)(x)} since the—<-rule is also
applicable. After applying the+<-rule (which replaces by a), the—3-rule
is no longer applicable singealready has an-successor that belongs i

In order to obtain a PSPACE algorithm for consistencyl@iC \'-ABoxes,
the pre-completion technique sketched above4d)C can also be applied to
ALCN (Hollunder, 1996).

THEOREM 5. Consistency afALCN -ABoxes is PSPACE-complete, even if
numbers are not represented in unary notation.

4.2. ATABLEAU ALGORITHM FOR ALCQ

An obvious idea when attempting to extend the satisfiabdityorithm for
ALCN to one that can handld £C Q is the following (see (Van der Hoek
and De Rijke, 1995)):

— Instead of simply generating newr-successorg;, ... ,y, in the —-
rule, one also asserts that these individuals must beloting tgualifying
conceptC of (>nr.C) by adding the assertiorts(y;) to A’.

— The—<-rule only applies tq>nr.C) if A also contains the assertions
Cy;) (1 <i<n+1).
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14 Franz Baader and Ulrike Sattler

The —chooserule
Condition: A containg<nr.C)(x) andr(z,y), but neithetC(y) nor-C(y).
Action: A" := AU{C(y)}, A" :== AU {=C(y)}.

Figure 3. The —¢pgosesrule for qualified number restrictions.

Unfortunately, this does not yield a correct algorithm fatisfiability in
ALCQ. In fact, this simple algorithm would not detect that the cept de-
scription(>3r) M (<1r.P) M (<1r.=P) is unsatisfiable. The (obvious) prob-
lem is that, for some individual and concept descriptiofi, the ABox may
neither contairC'(a) nor—C'(a), whereas in the canonical interpretation con-
structed from the ABox, one of the two must hold. In order tereome this
problem, the nondeterministiechooserule of Fig. 3 must be added (Hollun-
der and Baader, 1991). Together with thengoserule, the simple modifica-
tion of the— - and— <-rule described above yields a correct algorithm for
satisfiability in.4ALC @ (Hollunder and Baader, 1991).

4.2.1. Complexity issues

The approach that leads to a PSPACE-algorithmAdlC can be applied to
the algorithm forALCQ as well. However, as withdLCN, this yields a
PSPACE-algorithm only if the numbers in number restricti@me assumed
to be written in unary notation. FotLC Q, the idea that leads to a PSPACE-
algorithm for ALCA with non-unary notation does no longer work: it is not
sufficient to introduce just one successor as represeatatithe role succes-
sors required by at-least restrictions. Nevertheless, fipssible to design a
PSPACE-algorithm fosd LC Q also w.r.t. non-unary notation of numbers (To-
bies, 1999). Like the PSPACE-algorithm f@LC, this algorithm treats the
successors separately. It uses appropriate counters (evdtgipe of clashes)
to check whether qualified number restrictions are satisigdcombining
the pre-completion approach of (Hollunder, 1996) with taigorithm, we
also obtain a PSPACE-result for consistencyddiC Q-ABoxes.

THEOREM 6. Satisfiability of ALC Q-concept descriptions as well as con-

sistency ofALC Q-ABoxes are PSPACE-complete problems, even if numbers
are not represented in unary notation.

5. Terminological axioms

DL systems usually provide their users also with a termigiolal formal-
ism. In its simplest form, this formalism can be used to idtrce names for
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Tableau Algorithms for Description Logics 15

complex concept descriptions. More general terminolddimanalisms can
be used to state connections between complex concept tastsi

DEFINITION 4. ATBox s a finite set of terminological axioms of the form
C = D, whereC, D are concept descriptions. The terminological axiom
C = D is calledconcept definitionff C' is a concept name.

An interpretationZ is a modelof the TBox7T iff CZ = D7 holds for all
terminological axiom&' = D in 7.

The concept descriptio subsumeshe concept descriptiot’ w.r.t. the
TBox 7 (written C' T D) iff C* C D? for all modelsZ of T; C is
satisfiable w.r.t7 iff there exists a model of 7 such thatC? # (. The
Abox A is consistent w.r.t7 iff it has a model that is also a model %t The
individual « is aninstance ofC w.r.t. A and7 iff a* € C* holds for each
modelZ of AandT.

In the following, we restrict our attention to terminologiceasoning (i.e.,
the satisfiability and subsumption problem) w.r.t. TBoxesyever, the meth-
ods and results also apply to assertional reasoning fieinstance and the
consistency problem for ABoxes) (see, e.g., (Buchheit.ei8b3)).

5.1. ACYCLIC TERMINOLOGIES

The early DL systems provided TBoxes only for introducingies as abbre-
viations for complex descriptions. This is possible witle tielp of acyclic
terminologies.

DEFINITION 5. A TBox is anacyclic terminologyiff it is a set of concept
definitions that neither contains multiple definitions ngclic definitions.
Multiple definitionsare of the formA = C, A = D for distinct concept
descriptions”, D, andcyclic definitionsare of the form4d, = C4,..., A4, =
Cn, WhereA; occurs inC;_1 (1 < ¢ < n)andA; occurs inC,,. If the acyclic
terminology7 contains a concept definitioA = C, then A is calleddefined
nameand C' its defining concept

Reasoning w.r.tacyclic terminologiesan be reduced to reasoning with-
out TBoxes byunfolding the definitions: this is achieved by repeatedly re-
placing defined names by their defining concepts until no rdefieed names
occur. Unfortunately, unfolding may lead to an exponerttlalv-up, as the
following acyclic terminology (due to Nebel (1990b)) derstrates:

{AO = VT’.Al Il VS.Al, - aAn—l = VT’An I VSAn}

This terminology is of size linear in, but unfolding applied ta4, results in
a concept description containing the namg 2™ times. Nebel (1990b) also
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16 Franz Baader and Ulrike Sattler

shows that this complexity can, in general, not be avoidedthe DL F L,
which allows for conjunction and value restriction onlybsumption between
concept descriptions can be tested in polynomial time, edmsubsumption
w.r.t. acyclic terminologies is coNP-complete.

For more expressive languages, the presence of acyclic &&Bmay or
may not increase the complexity of the subsumption probléar. exam-
ple, subsumption of concept descriptions in the langudg€ is PSPACE-
complete, and so is subsumption w.r.t. acyclic termin@sdiLutz, 1999).
Of course, in order to obtain a PSPACE-algorithm for subgiongn ALC
w.r.t. acyclic terminologies, one cannot first apply unfiotdto the concept
descriptions to be tested for subsumption since this mag e&ponential
space. The main idea is to use a tableau algorithm like thedeseribed in
Section 3, with the difference that it receives concept dgisons containing
defined names as inputlnfolding is then doneon demandif the tableau
algorithm encounters an assertion of the foAfr), where A is a defined
name and”' its defining concept, then it adds the assertigfx). However,
it does not further unfold” at this stage. It can be shown that this really
yields a PSPACE-algorithm for satisfiability (and thus dmosubsumption)
of concepts w.r.t. acyclic terminologies #.C (Lutz, 1999).

THEOREM 7. Satisfiability w.r.t. acyclic terminologies is PSPACE-qibete
in ALC.

Although this technique also works for many extensiong!gtC (such as
ALCN andALC Q), there are extensions for which it fails. One such example
is the languaged LCF, which extends4LC with functional roles as well as
agreements and disagreements on chains of functional roles

More precisely, INALCF, asetNr C Ny of feature namess fixed, and a
feature chainu = f1 --- f, is defined to be a hon-empty sequence of feature
namesf; € Ng. An interpretationZ maps eaclf € Ny to a functional role
ft,ie., (z,y),(z,2z) € fFimpliesy = z. The interpretation of a feature
name can thus also be viewed as a partial funcién: AZ — AZ. For
this reason, we will usually writ¢”(z) = y instead of(z,y) € f£. The
feature chainu = f; --- f,, is interpreted as the composition of its features,
e, ul(2) = fE(- fE(x) ).

The DL ALCF is obtained fromALC by allowing for feature names in
value and existential restrictions, and for additional capt descriptions of
the formu | v (agreement) and 1 v (disagreement), wherg v are feature
chains. These new descriptions are interpreted as follows:

(ulv)t = {z € AT |thereis ay € AT with u?(z) = y = v1(z)}

(utv)t = {x € AT | there argyy,yo € AT with y; # s,
ul (z) =y andv?(z) = yo}
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The tableau-based satisfiability algorithm tdiC can easily be extended
to ALCF (Hollunder and Nutt, 1990). Both agreements and disagretsme
are handled by rules that generate the feature successpriseck by the
semantics. To ensure that features are interpreted asdoaktoles in the
canonical interpretation, one uses an identification rsii(ar to the— <-
rule): if f(z,y), f(x,z) occurs in the ABox, then the rule replaces every
occurrence oy by z, unless the ABox also contains an inequality assertion
y # z. This second case leads to a new type of clashes. Inequsdigrteons
are introduced by the rule that handles disagreements: ribkifidividuals
reached by the feature chains are explicitly asserted tastiad.

It can easily be seen that this algorithm can again be relahighin poly-
nomial space. There is, however, a significant differen¢eden the PSPACE-
algorithm for ALC and the one fotALCF. Due to identifications caused
by agreements, the canonical interpretation built by tigerithm need no
longer have tree shape. For example, an application of treeagent rule to
(f1f2 J/ 9192)(iv) leads to assertiorm (I7 yl)a g2 (yla Z)a fl (Ia y?)a f?(yQa Z)'

In particular, this means that the succesggrandys of 2 cannot be handled
independently since they lead to a common successor. Hoyviligproblem
is restricted to individuals connected by feature chaihss kasy to show
that each suckeature-connected componédsatpolynomial in the size of the
concept description to be tested for satisfiability (if itiécation of feature
successors is done eagerly). Thus, it is unproblematic riergée the whole
feature-connected component issuing from a given indalidu

In the presence of acyclic terminologies, this is no longee.tin fact, by
using a sequence of terminological axioms of the farm.; = 3f.C,, N
dg.C,,, one can enforce feature-connected components of sizeerpal in
the size of the given terminology and concept descriptian(Lutz, 1999),
this fact is used to show that satisfiability gf£CF-concept descriptions
w.r.t. acyclic terminologies is NEXPTIME-complete.

THEOREM 8. Satisfiability ofALC F-concept descriptions is PSPACE-com-
plete, but satisfiability w.r.t. acyclic terminologies i€EMPTIME-complete in
ALCF.

5.2. GENERAL TBOXES

For general terminological axioms of the forth = D, whereC' may also
be a complex description, unfolding is obviously no longessible. Instead
of considering finitely many such axionts; = Dy,...,Cp, = Dy, itis
sufficient to consider the single axiofh= T, where

C := (=Cy UDy) 11 (Cy U=Dy) M1 (=Cp U Dy) N (Cp LU=Dy)

andT is an abbreviation foP LI —P.
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18 Franz Baader and Ulrike Sattler

_The axiomC' = T just says that any individual must belong to the concept
C'. The tableau algorithm fod£C introduced in Section 3 can easily be
modified such that it takes this axiom into account: all ifdisals are simply
asserted to belong t6. However, this modification may obviously lead to
nontermination of the algorithm.

For example, consider what happens if this algorithm isiegpio test
consistency of the ABoX, := {(3r.P)(zo)} w.r.t. the axiomdr.P = T: the
algorithm generates an infinite sequence of ABafesAs, . .. and individu-
alszy, xs,...suchthatd; 1 := A;U{r(z;, zi+1), P(xiy1), (3r.P)(zit1)}-
Since all individualst; (z > 1) receive the same concept assertions,asve
may say that the algorithm has run into a cycle.

Termination can be regained by using a mechanism that detgctic
computations, and then blocking the application of geiegaules: the ap-
plication of the rule—5 to an individualz is blockedby an individualy in an
ABox Aiff {D | D(z) € A} C {D'| D'(y) € A}. The main idea underly-
ing blocking is that the blocked individual can use the role successorsyof
instead of generating new ones. For example, instead ofaiamg a newr-
successor for, in the above example, one can simply usertteeiccessor of
z1. This yields an interpretatiofi with AZ := {x¢, z1, 22}, P% := {z, 15},
andr? := {(z, 1), (z1,22), (x2,12)}. Obviously,Z is a model of both4,
and the axiontr.P = T. Since the set of concepts asserted for the blocked
individual is a subset of the set of those asserted for thekiilg individual,
we call this blocking conditiosubset blocking

To avoid cyclic blocking (ofr by y and vice versa), we consider an enu-
meration of all individual names, and define that an indigidt may only
be blocked by individualg that occur beforer in this enumeration. This,
together with some other technical assumptions, makestkatea tableau
algorithm using this notion of blocking is sound and complas well as
terminating both ford£C and ALCN (see (Buchheit et al., 1993; Baader
et al., 1996) for details).

In the algorithm we have just described, we do not impose adgrar
strategy on the application of the transformation ruless Tdads to what is
calleddynamic blockingHorrocks and Sattler, 1999), where blocks can be
established and then broken. For example, suppose anduaélvi is blocked
by an individualy. Then, the application of thesy-rule to z’s predecessor
may addC'(z) to A. If C(y) is not present in4, thenz is no longer blocked
by y. However, using a strategy that (basically) applies gdimgraules only
if no non-generating ones can be applied, blocks that aablesied once will
never be broken again. Thus, when employing this strateggan bloclstat-
ically. Note that implementations of tableau-based algorithroaliysemploy
this strategy anyway.

It should be noted that the algorithm we have described ailsov@longer
in PSPACE since it may generate role paths of exponentiagttehefore
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Table Il. Syntax and semantics of role constructors andic&sns.

| Constructor/Restriction Syntax | Semantics |
intersection ris (rns)f =rfnst
union rils (rus)f =rfust
complement —r (=r)T = AT\ T
composition ros (ros)T ={(z,2) | thereis ay such that

(z,y) € v and(y, z) € s}

transitive closure R* (R = (RH)*
inverse R (R = {(4,2) | (a,) € R}
transitive roles Re N} R” is transitive
role hierarchy rCs rT C st

blocking occurs. In fact, even for the languad€C, satisfiability w.r.t. gen-
eral terminological axioms is known to be EXPTIME-complgehild, 1994).
The tableau-based algorithm sketched above is a NEXPTIgi&ighm. How-
ever, using the translation techniqgue mentioned in thedluiction, it can be
shown (De Giacomo and Lenzerini, 1994) the£CN -ABoxes and TBoxes
can be translated into PDL.

THEOREM 9. Consistency ofALCN -ABoxes w.r.t. TBoxes is EXPTIME-
complete.

Blocking does not work for all extensions gf£C that have a tableau-based
satisfiability algorithm. An example is again the DALCF, for which sat-
isfiability is decidable, but satisfiability w.r.t. generBoxes undecidable
(Nebel, 1991; Baader et al., 1993).

6. Expressive roles

The DLs considered so far allowed for atomic roles only. E€rame two ways
of extending the expressivity of DLs w.r.t. roles: addinderaonstructors
and constraining the interpretation of roles. An overvidwhe syntax and
semantics of both are given in Table I, where the first pderseto role
constructors and the second to role constralRtde constructorgan be used
to build complex roles from atomic ones. In the following, wél mostly
restrict our attention to the inverse constructor, whictkesait possible to
“use a role in both directions”. For example, using inverskes, we can
describe both parents of nice childrenas_child.Nice as well as children
of nice parents by/has_child™.Nice. The other role constructors have also
been considered in the literature (e.g., Boolean operatof(®e Giacomo,
1995; Lutz and Sattler, 2000), and composition, union, sakitive closure
in (Baader, 1991; Schild, 1991)).
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20 Franz Baader and Ulrike Sattler

Constraining the interpretation of rolds very similar to imposing frame
conditions in modal logics. One possible such constraist deeady been
mentioned in the previous section: MILCF the interpretation of roleg <
Np C Ngisrequired to be functional. Here, we will consider tramsitoles
and role hierarchies. In a DL withansitive roles a subsefV;; of the set of all
role namesVy, is fixed (Sattler, 1996). Elements N;{ must be interpreted
by transitive binary relations. (This corresponds to treerfe condition for
the modal logid<4.) A role hierarchyis given by a finite set of role inclusion
axioms of the formr C s for rolesr, s. An interpretationZ satisfies the role
hierarchy? iff »Z C s holds for each C s € . For example, we can use
the role inclusion axionmas_son C has_child to express that every son of a
person is also her child.

6.1. EXPRESSIVE ROLES IN NUMBER RESTRICTIONS

In DLs with expressive roles and number restrictions, tHesrthat are al-
lowed to occur in the number restrictions are usually of driced form
(see, e.g., (De Giacomo and Lenzerini, 1994; De Giacomo amwttérini,
1996; Horrocks et al., 1999; Haarslev and Moller, 20000)hereas tableau-
based algorithms that respectively handle number réstiebn conjunctions
of roles (Donini et al., 1991a), on compositions of rolesd&er and Sattler,
1999), on inverse roles (see Section 6.2.3), and on rolasdeg in a role hi-
erarchy (Horrocks and Sattler, 1999; Haarslev and M&@@0b) are known
from the literature, other role constructors and resticiappear to be more
problematic when used within number restrictions.

Let us illustrate this with two examples. First, transitslesure of roles,
transitive roles, or roles having a transitive sub-rolettfwespect to a role hi-
erarchy) are usually not allowed inside number restrigtion fact, a tableau-
based algorithm for a DL containing such number restrictismould need to
differ significantly from the algorithms we have describettilunow. Intu-
itively, this is due to the fact that transitivity (in one d¢fet forms mentioned
above) can yield situations where, for a transitive rqla longr-path starting
at an individualz would need to be collapsed into a singlsuccessor aof,
due to the presence of an assertjghlr)(x). This destroys the tree shape of
the canonical interpretation to be generated, which (fanmgXe) means that
the usual arguments for showing termination can no longeadmtied. At
least in the case where roles having transitive sub-rokesilfowed to occur
in number restrictions, these problems cannot be overcdineeextension
of ALCN that allows roles having transitive sub-roles to occur imber
restrictions has an undecidable subsumption problem ¢idksret al., 1999).

Second, the combination of role composition with Booleda oconstruc-
tors and inverse roles in number restrictions usually causdecidability. In
(Baader and Sattler, 1999), the tableau-based algoritmmdf2C A is first
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extended to composition of roles in number restrictionsl #en to union
and intersection of role compositions of th&me lengthlt is also shown that
most of the other combinations lead to an undecidable DL.

6.2. ROLE HIERARCHIES INVERSE ROLES AND TRANSITIVE ROLES

Before considering different extensions 4fZC and ALCN by these role
constructors, a general remark is in order. For most of the Bdnsidered
in this subsection, satisfiability and subsumption of cghckscriptions are
EXPTIME-complete problems. The reason for these DLs to b@BKIE-
hard is that they can simulate general TBoxes within condegtriptions
(see below). The fact that they are in EXPTIME follows fronsuks for
PDL and converse-PDL (Pratt, 1979; Harel, 1984). The tabbesed algo-
rithms that will be sketched below are NEXPTIME-algorithriige point in
designing these algorithms was not to prove worst-case lexibpresults,
but rather to obtain “practical” algorithms, i.e., algbriis that are easy to
implement and optimise, and which behave well on realistmMedge bases.
Nevertheless, the fact that “natural” tableau algorithorssiich EXPTIME-
complete logics are usually NEXPTIME-algorithms is an easknt phe-
nomenon. In contrast, automata-based algorithms (VadiiVéolper, 1986)
often yield optimal worst-case complexity results, but aa behave well
in practice (since they are also best-case exponentialgniuts to design
EXPTIME-tableaux for such logics (De Giacomo et al., 199&; GBiacomo
and Massacci, 1996; Donini and Massacci, 1999) usuallytieaather com-
plicated (and thus not easy to implement) algorithms, wifiolthe best of
our knowledge) have not been implemented yet.

6.2.1. DLs with transitive roles and role hierarchies

Inthe DLS#H, i.e., the extension ofl LC with transitive roles and role hierar-
chies, reasoning w.r.t. (general) TBoxes can be reduceshtoning without
TBoxes using a standard technique from modal logics, wisctalledin-
ternalisationin the DL literature (Schild, 1991; Baader et al., 1993). As
mentioned in Section 5.2, we may assume that TBoxes corfs@tsimgle
axiom of the formC = T. Internalisation of this axiom introduces a new
transitiverole u, and asserts in the role hierarchy that a super-role of all
roles occurring iC' and the concept descriptiary to be tested for satisfia-
bility. Then, Cj is satisfiable w.r.t{C' = T} iff Co 1 C nvu.C is satisfiable
with respect to the role hierarchy.

With respect to expressive power, this is a nice propertys&f How-
ever, it also shows that satisfiability and subsumption afcept descrip-
tions in S#H is EXPTIME-hard® The tableau algorithm foS7{ presented
in (Horrocks, 1998b) handles role hierarchies by an appatgpdefinition of

® More precisely, reasoning ifi?{ is EXPTIME-complete (Horrocks et al., 2000a).
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r-successors: an individuglis called anr-successoof an individualz in
an ABox A iff s(z,y) € A for some sub-roles of r. Then, the condition
r(z,y) € Ainthe—3- and the—y-rule is replaced by the condition “if is
anr-successor of in A”. Transitive roles are taken care of by a new rule,
the — -rule, which, basically, addévr.C)(y) to A iff y is anr-successor
of z such that(Vs.C')(z) € A andr is a transitive sub-role of. (Note that
this corresponds to the treatmentof-modalities in tableau algorithms from
modal logics (Halpern and Moses, 1992).) Obviously, thiiisly of value re-
strictions along transitive roles makes for a non-terniiggalgorithm, unless
one employs an appropriate blocking technique. The blgcktrategy used
in (Horrocks, 1998b) coincides with the one we have preskint8ection 5.2,
i.e., subset-blocking.

6.2.2. DLs with transitive and inverse roles, and role hierarchies

The extension oE# with inverse roles is called#HZ. In this DL, TBoxes
can be internalised in a way similar to the one we have destribr S#H.
The only difference is that now is not only specified as a (transitive) super-
role of all roles occurring in the input concept and the TB, also of the
inverses of these roles (Horrocks and Sattler, 1999).

In (Horrocks and Sattler, 1999), a tableau algorithmdétZ is obtained
from the one foilSH sketched above by extending the notiorrefuccessors
to r-neighbours, and modifying the transformation rules adiogly. Mod-
ulo some technical details, an individuglis called anr-neighbour of an
individual z in A iff s(z,y) € A ors (y,z) € A for some sub-roles
of r. Obviously, usingr-neighbours instead ofsuccessors in the new -
rule implies that the rule can now be applied in both diractieor example,
if 7~ (z,y), (Vr.C)(y) € A, then the rule add€’(z). The main technical
problem is to find an appropriate blocking condition, i.ecpadition that still
ensures termination, but does not compromise correctrfgbe algorithm.
The blocking strategy introduced in (Horrocks and Sattl&99) differs in
two points from blocking folS#H.

First, one can no longer use subset blocking as describeddtios 5.2.
Consider the example shown in Fig. 4 (where, for the sakegdfiléy, not all
concepts necessary for generating this situation areaitkpljiven). If subset
blocking is used, theg is blocked byz. However, when building the canon-
ical interpretationZ, the r-successor:; of z is used to satisfy(3r.A)(y),
ie.,(y,r1) € rL. This violates the value restriction fer, which shows that
the interpretation obtained this way is not a model of the gletle and open
ABox. This problem can be overcome by usiaguality blocking, i.e., an
individual y is blocked by an individuak iff {D | D(z) € A} = {D' |
D'(y) € A}.

Second, blocking is now dynamic, even if rules are appliesbating to
the strategy that applies non-generating rules with higdarity. This is
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(Vs—.A)(x), (Ir.A)(z),...

A(xy), (Vr=Vs™.A)(zy),...

Figure 4. A situation where subset blocking fails f6/H{Z.

due to the fact that thesy-rule can be applied back and forth on a chain
of individuals.

Alternatively to the approach described until now, whiclegdack and
forth in the interpretation to be generated, one could h&asen to guess
(nondeterministically) all those assertionz) that could be propagated
“back” from anr-successow of z due to value restrictiongvr—.C)(y).

In the case of a wrong guess, one has a new type of clashesarBhgic
cut rule in (De Giacomo and Massacci, 1996) does this for a wadken,
relatively small set of sub-descriptions of the input dgximn. In this setting,
blocking would again become static. However, in an actuglémentation
it is preferable to avoid this “blind” guessing. F6HZ (and its extensions
treated in the following subsections), avoiding this sewstnondeterminism
is indeed possible. This does not appear to be the case faxthasion of
ALC with transitive closure and inverse of roles. This DL is elgsrelated
to converse-PDL, for which a tableau algorithm is presemdé®e Giacomo
and Massacci, 1996) using the analytic cut rule. (In Sedii@4, we will
comment in more detail on tableau algorithms for DLs witimsitive closure
of roles.)

By dropping role hierarchies fror8HZ, we obtain the logicSZ. Ob-
viously, the internalisation of TBoxes sketched above dum$onger work
since we cannot specify super-roles of roles. It can be shihahS7Z is
indeed less complex tha$iH or SHZ. Using a rather sophisticated blocking
technique, a tableau algorithm can be designed that desatediability of
concept descriptions i8Z using space polynomial in the size of the input
description (Spaan, 1993; Horrocks et al., 1999). This iesplhat satisfia-
bility of concept descriptions i$Z is PSPACE-complete, i.e., of the same
worst-case complexity ad LC.
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6.2.3. DLs with transitive and inverse roles, role hierarchiesdarvumber
restrictions

Things become even more complicated for the ®BHZN, which extends

SHT with unqualified number restrictions on simple roles. A rols called

simpleiff r is an atomic role or its inverse such tiratoes not have a transitive

sub-role (Horrocks and Sattler, 1999).

In contrast taSHZ, the DLSHZN no longer has the finite model prop-
erty. For example, if the role hierarchy contains the axionic r for a
transitive roler € N3, then the following concept is obviously satisfiable,
but each of its models has an infinitgath:— AN3s. ANVr.(3s. AN (L1s7)).

Thus, instead of directly trying to construct a (possibl§inite) inter-
pretation that satisfie€, the tableau algorithm foSHZN introduced in
(Horrocks and Sattler, 1999; Horrocks et al., 1999) firgstiio construct a
so-calledpre-model i.e., a structure that can be “unravelled” to a (possibly
infinite) canonical (tree) interpretation. In principleig algorithm is obtained
by extending the algorithm fa§HZ with the rules that handle number re-
strictions. The main technical problem to be solved is agaidesign the
appropriate blocking condition.

Unravelling is also known in modal logic (see, for exampl8tir{ing,
1992)), and works as follows. To construct a model from amaoalel, we
define elements of the model's domain to &thsin the pre-model that
follow edges-(z, y) where, instead of going to a blocked individual, the path
goes to its blocking individual. Thus, if blocking occurseway obtain an
infinite model (e.g., if the blocking individual is a predsser of the blocked
individual)—even though the input concept might have adioite.

Before describing the blocking condition introduced in (fdoks and
Sattler, 1999; Horrocks et al., 1999), let us point out a né&npmenon
that can occur when running the tableau algorithm8@tZA . Due to the
interaction of role hierarchies and number restrictiom® algorithm can
generate an ABox4 with {r(z,y), s(z,y)} C A wherer,s are not sub-
roles of each other. This situation can be caused by an msségt1t)(z),
wheret is a common super-role efands, andz already has an- and an
s-successor. These two successors are then merged intoghe siiccessor
y. Note, however, that each individual generated by the dhgorstill has a
unique predecessor, though it may be related with more tharrae to this
predecessor.

The new blocking condition foSHZN is called pair-wise blocking. It
extends the one fH7 as follows. In order for an individual to be blocked
by an individualz, the predecessors af and y must also have identical
assertion attached to them, an@ndy must be related by the same roles to
their respective predecessors. More precisely, assume,thare individuals
in A that respectively have the predecessdrg’ in A. Fory to be blocked
by z, the following conditions must be satisfied: (i) for eacherp] z is an
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z O Co(x), (mA)(x), (3s.D)(x), (Vr.3s.D)(x)

y @ D), Ay), (<1s57)(y), (Fs~.=A)(y), (3s.D)(y), (Vr3s.D)(y)

z O D(z), A(z), (1s7)(2), (3s—.—A)(2), (3s.D)(2), (Vr.3s.D)(z)

Figure 5. A situation where pair-wise blocking is crucial.

r-successor of’ iff y is anr-successor of/; (i) {D | D(z) € A} =
{D" | D'(y) € A}; and (iii) {D | D(z') € A} = {D' | D'(y') € A}
The following example should give a better intuition for wthys complex
blocking condition is needed. In Fig. 5, we show relevantgaf an ABox
that was generated to decide the satisfiability of the canCgpwhere

Cy:=—-AMN(3s.D) N (Vr.3s.D),

s is a sub-role of the transitive roke andD := A M (<1s7) M (3s~.—A).
Using equality blockingz would be blocked by. When constructing the
canonical interpretation, we cannot re-use s-successor as's successor:
this would makez ans-successor of itself, and thusvould have itself ang
ass~ -successors, contradicting the asserf{igiis ) (z). Thus, unravelling is
really necessary in this example. As explained above, efiiag the ABox
to an interpretation would generate as elements of theprgtation the path
[z] (corresponding ta), the pathz, y| (corresponding tg), the pathz, v, y]
(which is used instead of the blocked individug| the path[z,y, y,y] etc.
However, in this interpretation the eleménty, y] and its successors do not
belong to the concept descriptiaia —.— A, which shows that this interpreta-
tion does not satisfy’,. With respect to pair-wise blocking,is not blocked
by y since the predecesserof y has a concept assertigrA)(z) that the
predecessay of z does not have. Hence the tableau algorithm generates an
successor to satisfids.D)(z) and ans~-successor to satisfids—.—A)(z).

It should be noted that the problems that lead to the needdipwise
blocking do not depend on the presence of “large” humbersumbrer re-
strictions. In fact, the above example used ofulgctional restrictionsi.e.,
number restrictions of the forif< 1 ).

The tableau-based satisfiability algorithm &#ZN described until now
can also be extended to decide the consistency of ABoxesdtlar et al.,
2000b). Recall that, forALCN, the naive extension of the satisfiability al-
gorithm to a consistency algorithm ran into terminationigpeans. This prob-
lem can be overcome by applying the pre-completion teclmighich re-
duces ABox consistency to satisfiability of concept desions (see Sec-
tion 4.1.2). Pre-completion does not work f8#ZN due to the presence
of inverse roles. For example, the inconsistency of the ABax, y), A(z)
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(3s.Vs~.¥r—.mA)(y)} cannot be detected if, after the application of non-
generating rules onlyy andy are treated in unrelated ABoxes. However,
the termination problem pointed out fetLCN is not relevant forSHZN
since the algorithm employs blocking to ensure terminat®asically, the
only difference between the satisfiability and the consistealgorithm for
SHIN is that one must be a bit more careful when the block involuds o
individuals, i.e., individuals present in the input ABox.

6.2.4. DLs with the transitive closure of roles

Finally, let us briefly comment on the difference betweenditive roles and
transitive closure of roles. The transitive closure of sdeemore expressive,
but it appears that one has to pay dearly for this. In fact,redmthere ex-
ist quite efficient implementations for very expressive Dhigh transitive
roles, inverse roles, and role hierarchies (see above)atoisiplementations
are known (to us) for closely related logics with transitslesure, such as
converse-PDL (which is a notational variant of the extemsib4LC by tran-
sitive closure, union, composition, and inverse of rolesh{id, 1991)). One
reason could be that the known tableau algorithm for coevBiBL (De Gi-
acomo and Massacci, 1996) requires an analytic cut ruleSeeton 6.2.2),
which is massively nondeterministic, and thus very harchiplement effi-
ciently.

Another problem with transitive closure is that a blockedividual need
no longer indicate “success”, as is the case in DLs with tti@agoles. In the
presence of transitive closure, when blocking occurs, omgt theck whether
this block is due to a harmless, cyclic repetition of the saisgertions (as is
always the case fa8HZN), or whether the block is caused by the repeated
unsuccessful attempt to satisfy an assertion of the fahm.C')(z), whereC'
is unsatisfiable or in conflict with an assertitir™.D)(z). The former case
is called a “good” cycle and the latter a “bad” cycle in (Baad€©91). To
satisfy an assertion of the for(dr*.C)(z) (often called “eventuality” in the
modal or temporal logic literature), one has two possibdit (i) satisfy it now,
i.e., generate arnrsuccessor that belongsdg or (ii) defer it till later on, i.e.,
generate am-successor that belongs #+.C. However, one must ensure
that the(3r+.C) () is satisfied eventually, i.e., one does not always choose
the second alternative. To ensure termination, the algurih (Baader, 1991)
basically uses equality blocking, together with a rathgctsstrategy on the
application of rules. A block (called cycle in (Baader, 193dan now indicate
two things: either it is good, which corresponds to the situeencountered
in logics like SHZIN, or it is bad, which corresponds to infinitely deferring
to satisfy an eventuality. Since good cycles can be distitgua from bad
cycles, the algorithm can stop with success in the first casd, it must
backtrack in the second. Note that the algorithm in (Baatie91) is very
similar to the satisfiability algorithm for DPDL sketched $ection 5.3 of
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(Ben-Ari et al., 1982). The main difference is that Ben-Araé (1982) first
treat all cycles as good, but then detect bad cycles by chgakhether the
generated interpretation really satisfies the input foanul

Automata-based methods (Vardi and Wolper, 1986) elegdraliyt the
problems caused by eventualities by employing appropaeteptance con-
ditions (e.g., Biichi acceptance). However, as mentiohede a direct im-
plementation of these methods is also best-case expondrtithe best of
our knowledge, there is no efficient implementation of thesgthods, and
we conjecture that an attempt to optimise them would leachtalgorithm
that is very similar to a tableau algorithm.

7. Conclusion

Though many of the tableau-based algorithms sketched snptipper are of
optimal worst-case complexity, and thus provide compjesetsults for sub-
sumption and satisfiability in DLs, theoretical complexigsults never were
the main focus of this line of DL research. The design of ttegerithms was
strongly motivated by the goal to obtain practical algarith i.e., algorithms
that are easy to implement and optimise, and which behaveowekalistic
knowledge bases. In particular, for the logics treated ictiBe 6.2, the ex-
act worst-case complexity (EXPTIME) was known before thEX®TIME)
tableau algorithms sketched above were designed. The dhgitrithese al-
gorithms really are “practical” must still be supported bynem empirical
evaluations, but the first results are rather encouragieg liglow).

The notion of what is thought to be a practical subsumptigorghm
in description logics has gone through a remarkable ewwluti the last 15
years. Throughout the eighties and up to the early ninegiegthing non-
polynomial was deemed to be impractical. Consequentlyywtthe first com-
plexity results showed that all of the DLs used in systemssdmsumption
problems of a higher complexity, the proposed solution vidheeto restrict
the expressive power or to employ incomplete algorithme fiitst tableau
algorithms for more expressive DLs (with PSPACE-completiesamption
problems) were widely considered to be of (complexity) tleéo interest
only, though not by their designers. In fact, it turned oat implementations
of these algorithms were amenable to optimisation tectasicand behaved
quite well in practice (Baader et al., 1994; Bresciani etl195).

Following this lead, lan Horrocks implemented the first eyst FaCT,
based on an EXPTIME-complete DL. The satisfiability aldoritof FaCT is
a highly optimised implementation of the tableau algoritlamS? sketched
above. FaCT was originally designed to represent mediqaitelogy (where
the whole expressive power SfH is needed), and it has behaved very well
on the large medical knowledge base it was designed for ¢dksr 1998b).
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In addition, FaCT performed equally well on randomly getetabench-
marks for formulae in (PSPACE) modal logics designed fortespscom-
parisons (Horrocks, 1998a; Patel-Schneider and Horrdc¥89; Horrocks,
2000). These formulae do not use the whole expressive poingfo but
to the best of our knowledge there are no benchmark formuladable
for EXPTIME-complete logics. Encouraged by these expegenother DL
systems were designed that use (optimised) implemengatihe tableau al-
gorithms described in Section 6.2, and they also provedhav®equite well,
both in realistic applications, and on the available (PSEAGenchmarks
(Horrocks and Patel-Schneider, 1999; Haarslev and M@{@0b; Horrocks
et al., 2000a). This shows that, at the beginning of the nelemmium,
even an EXPTIME-algorithm is no longer automatically cdeséd to be
impractical in the DL community.

Databases have turned out to be a very interesting applicatiea for
DLs, which needs the expressive power offered by logics siscSHZN .
Indeed, such expressive DLs can be viewed as a unifying imméor class-
based representation systems such as object-orienteahte-foased systems,
and they capture the semantics of conceptual modellingdiisms such as
Entity-Relationship diagrams (Calvanese et al., 1999M) siastems can be
used to support the design and evolution of database schemab opti-
mise queries (Calvanese et al., 1998a; Calvanese et aBct9® support
the integration of sources in heterogeneous databasesi@athouses (Cal-
vanese et al., 1998b; Calvanese et al., 1999a); and to supparonceptual
modelling of multidimensional aggregation (Franconi asmdki8r, 1999).

A first tool that provides an interface for the above mentibdatabase
applications isecom (Franconi and Ng, 2000). Its graphical user interface
supports the design of conceptual models using enhancég-Retationship
diagrams. The underlying inference engine is the new wversiothe DL
system FaCT which implemen&HZ Q, i.e., the extension a§HZN with
qualified number restrictions. Once the user has finisheddehig step, she
can ask the system to translate the conceptual model ISt AQ knowl-
edge base. This knowledge base is then given to FaCT, whietkshfor
implicit IS-A (i.e., subsumption) relationships betweetites/relations and
tests entities/relations for inconsistencies. In casenahaonsistency or an
unexpected IS-A link, the user can then modify her concéphaalel appro-
priately.
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