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1 Introduction

Axiom-pinpointing refers to the task of understanding the specific axioms that
cause a consequence to follow from an ontology. The main problems related to
axiom-pinpointing are the computation of minimal subontologies from which
the consequence still follows (MinAs) or maximal subontologies not satisfying a
property (MaNAs). Equivalently, one can try to compute a pinpointing formula,
which is an encoding of all MinAs and MaNAs through a monotone Boolean
formula. There has been a recent interest in pinpointing Description Logic (DL)
ontologies, and in particular those using the fairly inexpressive language £L.

One approach towards axiom-pinpointing is the so-called glass-box method,
that consists in modifying an existing decision procedure so that it outputs a pin-
pointing formula instead of a simple yes/no answer. Recent studies have shown
how to modify tableau-based [4] and automata-based [2] decision procedures into
pinpointing algorithms.

The subsumption algorithm for ££ [6] is not typically considered to be
tableau-based. However, it has several characteristics that allow it to be con-
sidered an instance of so-called general tableaux [5]. Perhaps more surprising
is the fact that the same algorithm can be seen as an automata-based method.
In this paper we show how these two points of view influence the pinpointing
extension of the algorithm, and in particular an exponential-time discrepancy in
the execution time of both pinpointing approaches.

2 Pinpointing in the Description Logic £L

In DLs, concept descriptions are inductively built through the application of
a set of constructors starting with a set N¢ of concept names and a set Rc
of role names. Concept descriptions in the DL £L are formed using the three
constructors appearing at the upper part of Table 1. An £L ontology or TBoz is
a finite set of general concept inclusion axioms (GCIs), whose syntax is shown
in the last line of Table 1.

The semantics of £L is defined in terms of interpretations T = (A%, -T), where
the domain AT is a non-empty set and the interpretation function -Z maps each
concept name A € N¢ to a subset AL of AZ. This interpretation function can be
extended to arbitrary concept descriptions inductively, in correspondence to the



Name Syntax Semantics

top T AT

conjunction cnbD ctnD*

exists restriction Ir.C {zeAT|yeAl: (z,y) crfAnyecCT}
GCI ccb cfcpD”

Table 1. Syntax and semantics of £L.

semantics column of Table 1. An interpretation Z is called a model of a TBox 7
if for each GCI C = D in 7 it holds that CZ C DZ.

The main decision problem in £L is the subsumption problem, which consists
in deciding, for concept names Ag, By € N¢, whether Ag is subsumed by By w.r.t.
a TBox 7; i.e. whether for every model Z of 7 it holds that A C BZ. In this
case, we denote it as Ag C7 By. In pinpointing, we are not interested in merely
deciding a subsumption relation, but rather in understanding the reasons why
the relation holds. We do this through the computation of a pinpointing formula.
Intuitively, a pinpointing formula is an encoding of all sub-TBoxes of 7 from
which the subsumption relation still follows; thus, it can be used to identify the
associations between axioms responsible for the subsumption of concept names.
To formally define this formula, we assume that every axiom ¢ € 7 is labeled
with a unique propositional variable lab(t), and denote as lab(7) the set of
all propositional variables labeling an axiom in 7. We identify a propositional
valuation with the set of propositional variables that it makes true, and for a
valuation V C lab(T) we set 7y, = {t € T | lab(t) € V}.

Definition 1 (Pinpointing formula). Given an EL TBox T and concept
names Ao, By occurring in T, the monotone Boolean formula ¢ over lab(T)
is a pinpointing formula for T w.r.t. Ag C By if, for every valuation V C lab(T)
it holds: Ay T, By iff V satisfies ¢.

In the following sections we show two approaches for the computation of
the pinpointing formula, based on different views of the subsumption algorithm
presented in [6].

3 Tableau-based Pinpointing

In [5] it was shown that the subsumption algorithm for ££ is an instance of
general tableaux, and hence a pinpointing extension can be used to compute the
pinpointing formula [4]. We now briefly describe this pinpointing extension and
analyze its execution time.

For describing the algorithm, we first assume that the TBox is in normal
form, where each GCI has one of the following forms: A; M Ay C B, A C 3r.B,



1f (A1 M A, E B)? €7 and {(X,A1)?,(X,A42)?2} C A then insert (X, B)¥ to A
If (AC3IrB? eT and (X, A)? € A then insert (X,7, B)¥ to A
¥ (IrAC B €7  and {(X,r,Y)?,(Y,A)?2} C A then insert (X, B)" to A

Table 2. Completion rules for subsumption in £L.

or Ir.A C B, where r € Rc and A;, A3, A,B € Nc U{T}. Any TBox can be
transformed to normal form in polynomial time [1].

Recall that for the definition of the pinpointing formula we assumed that
each axiom ¢ € 7 is labeled with a propositional variable lab(¢). The pinpointing
extension of the subsumption algorithm uses completion rules to modify a set of
labeled assertions, until no new information can be added. An assertion is of the
form (A, B) or (A,r,B) where A, B € NcU{T} and r € Rc. We will consider a
set of assertions A such that every assertion a € A is labeled with a monotone
Boolean formula lab(a). For brevity, if « is an axiom or an assertion, we will
use the expression X? to denote that ¢ = lab(z). The algorithm starts with
the set of assertions A that contains (A, T)t, (A4, A)* for every concept name A,!
and uses the rules in Table 2 to extend .A. The rules consider as precondition
a labeled axiom and a set of labeled assertions, and insert a labeled assertion
a¥ to A: if a ¢ A, then we simply add a with label ¥ to A; otherwise, the
assertion a is already in A with some label ¢, and so we modify this label to
lab(a) = ¢ V1. The formula ) appearing in the rules is built by the conjunction
of all the formulas appearing in the precondition of the rule. Note that the rules
are only applied if they really modify A; i.e. if the assertion added by the rule
is not yet in A, or if the label of this assertion is modified to a strictly more
general one.

The original subsumption algorithm for ££ terminates in polynomial time [6].
It is also easy to see that the pinpointing extension of this algorithm is ter-
minating, although the polynomial upper bound in execution time cannot be
guaranteed. The algorithm adds always polynomially many assertions to the set
A, but each of these assertions may have its label repeatedly modified. Each
time a label is modified, it is replaced by a more general formula, i.e. one that
has more models. As there are exponentially many models, potentially the for-
mula can be modified exponentially many times. Furthermore, in order to ensure
termination, we need to test the equivalence of two formulas, which is a known
NP-complete problem, and hence unlikely to be solvable in polynomial time. The
following theorem, first presented in [5], summarizes the important properties of
the pinpointing extension of the subsumption algorithm.

Theorem 1. Given an EL TBox T in normal form, the pinpointing algorithm
terminates in exponential time in the size of T. After termination, the result-
ing set A of labeled assertions satisfies the following two properties for every

1 'We use t to denote a propositional tautology, in order to avoid confusion with the
EL constructor T; analogously, we use f to denote the unsatisfiable formula.



A, B € N¢ appearing in T: (i) ACt B iff (A,B) € A, and (ii) lab((A, B)) is a
pinpointing formula for T w.r.t. AC B.

4 Automata-based Pinpointing

In [2] it was shown that, given an automata-based procedure that decides a prop-
erty, it is possible to construct a weighted automaton, with its weights belonging
to the lattice of monotone Boolean formulae, whose behaviour is the pinpointing
formula. Furthermore, it was also shown that this behaviour can be computed
using time that is polynomial in the number of states of the original automaton.

It turns out that the subsumption algorithm for ££ can also be seen as an
automata-based decision method. Indeed, the rule applications of this algorithm
correspond to the bottom-up emptiness test of an appropriate automaton. In-
stead of describing first this automaton and then showing how it can be modified
into a weighted automaton from which the pinpointing formula can be computed,
we directly present the weighted variant. This weighted automaton will use the
Biichi acceptance condition.

Let 7 be a TBox in normal form and Ay, By € Nc. Once again we assume
that every axiom t € 7 is labeled with a unique propositional variable lab(t);
abusing the notation, for every GCI in normal form that does not belong to
T,t ¢ T, we say that lab(t) = tiftis AMAC Aor ATMA C T for some
A € N, and lab(t) = f otherwise. We construct the weighted Biichi automaton
Aay. By, 7 = (Q,wt,in, F') over binary trees as follows:

- Q = {(A7B)7(A,7“,B) | A, B € Nc,re Rc},
— in((Ao, Bp)) = t, and in(q) = f for all ¢ # (Ao, Bo),
— for all A, B, B1,Bs € N¢,
o wt((A, B), (4, B1), (A, B2)) = lab(B1 N By C B),
o wt((A,r, B), (A, By), (A, A)) =lab(B; C 3r.B), and
) Wt((A,B), (14,’/“7 Bl), (Bl,BQ)) = Iab(ﬂr.Bg C B),
— F={(A,A) | A€ Nc}.

Given a state ¢ € @, let succ(g) denote the set of all successful runs of Ay, g, 7
whose root node is labeled with ¢. The behaviour of this automaton is then
given by in((Ao, Bo)) AV ,csuce(( Ao, Bo)) WE(T), Where the weight of a run r is the
conjunction of the weights of the transitions of . We have the following theorem.

Theorem 2. Let T be a TBox in normal form and Ay, By € Nc. The behaviour
of Aay,Bo, T 15 a pinpointing formula for T w.r.t. Ag C By.

Notice that A4, 8,7 has polynomially many states in the size of 7, hence,
the computation of its behaviour requires also polynomial time in the size of
7 [2].2 Another important observation is that the same automaton can be used to
compute the pinpointing formula for all possible subsumption relations between

2 The results in [2] were presented only for the case of looping automata; it is nonethe-
less possible to adapt the same ideas to the more general case of Biichi automata, [3].



concept names. Indeed, if we want to compute this formula for some A’ C B’, the
automaton Axs g/ 7 differs from A4, g, 7 only in the initial distribution in. The
only purpose of this distribution is to limit the computation to the successful runs
whose root is labeled with (A’, B’), but does not affect the formula computed
by the disjunction of the weights of those successful runs. The algorithm of [2]
actually computes \/, ., cc(q) wt(r) for every ¢ € @, and thus also the pinpointing
formula for every subsumption relation, just as the tableaux-based extension
presented in the previous section does.

5 Conclusions

We have presented a tableau-based and an automata-based method for com-
puting the pinpointing formula for an ££ TBox w.r.t. a subsumption relation.
Both approaches are extensions of the same algorithm for deciding subsump-
tion [6]. We showed that the tableau-based algorithm has an exponential time
worst case execution time, while the automata-based method terminates in poly-
nomial time, measured in the size of the TBox. One possible reason for this
discrepancy in execution time is the need of an NP-hard equivalence test in the
tableau method, that is unnecessary for the automata approach. Additionally,
the tableau-based extension allows the assertions to be added (and their labels
be modified) in any arbitrary order, while the bottom-up algorithm for comput-
ing the behaviour of a weighted automaton yields a specific ordering through
which the formula is constructed. One direction of future research is to use this
insight to try to optimize other tableau-based pinpointing algorithms, through
a rule-application ordering obtained by an automata-based method.
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