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Abstract. The verification problem for action logic programs with non-terminating behaviour is in general undecidable. In this paper, we consider a restricted setting in which the problem becomes decidable. On the one hand, we abstract from the actual execution sequences of a non-terminating program by considering infinite sequences of actions defined by a Büchi automaton. On the other hand, we assume that the logic underlying our action formalism is a decidable description logic rather than full first-order predicate logic.

1 INTRODUCTION

Action programming languages like Golog [9] and Flux [13], which are respectively based on the situation calculus and the fluent calculus, can be used to control the behaviour of autonomous agents and mobile robots. Often, programs written in these languages are non-terminating since the robots are supposed to perform open ended tasks, like delivering coffee as long as there are requests. To ensure that the execution of such a program leads to the desired behaviour of the robot, one needs to specify the required properties in a formal way, and then verify that these requirements are met by any (infinite) execution of the program. In the coffee delivery example, one might, e.g., want to show that anyone requesting coffee will eventually get it delivered. When trying to automate this verification task, one has to deal with two sources of undecidability: (i) the expressiveness of the programming constructs (while loops, recursion) and (ii) the expressiveness of situation/fluent calculus, which encompasses full first-order predicate logic.

Verification for non-terminating Golog programs has first been addressed by De Giacomo, Ternovskaia, and Reiter [8], who express both the semantics of the programs and the properties to be verified using an appropriate fixpoint logic. To verify a property of a program, one first needs to compute a fixpoint, which is expressed in second-order logic. In general, this computation need not terminate (this corresponds to the first source of undecidability). Even if the fixpoint computation does terminate, verifying that the desired property holds requires a manual, meta-theoretic proof. Attempts to automate this approach are usually restricted to propositional logic [11]. Claßen and Lakemeyer [7] aim at the fully automated verification of non-terminating Golog programs. They specify properties in an extension of the situation calculus by constructs of the first-order temporal logic CTL\textsuperscript{*}. Verification then basically boils down to the computation of a fixpoint, where again this computation need not terminate. If the fixpoint computation terminates, then the proof that the desired property holds is a deduction in the underlying logic (i.e., no meta-theoretic reasoning is required). However, due to the second source of undecidability mentioned above, this deduction problem is in general not decidable.

In the present paper, we introduce a restricted setting, where both sources of undecidability are avoided. Regarding the first source, instead of examining the actual execution sequences of a given Golog or Flux program, we consider infinite sequences of actions that are accepted by a given Büchi automaton \( B \). If \( B \) is an abstraction of the program, i.e., all possible execution sequences of the program are accepted by \( B \), then any property that holds in all the sequences accepted by \( B \) is also a property that is satisfied by any execution of the program. For example, assume that, among other actions, researcher John can perform the action “review paper,” which makes him tired, and that robot Robin can perform the actions “deliver paper” and “deliver coffee,” where the latter one results in John no longer being tired, whereas the former one results in John having to review yet another paper. The property \( \phi_{\text{tired}} \) we want to ensure is that John does not stay tired indefinitely, i.e., whenever he is tired at some time point, then there is a later time point at which he is not tired. Assume that there is a complex program controlling Robin’s behaviour, but we can show that Robin will infinitely often deliver coffee. Thus, the Büchi automaton \( B_{\text{deliver}} \) that accepts all action sequences that contain the action “deliver coffee” infinitely often is an abstraction of this program, and it is easy to see that any infinite sequence of actions accepted by this automaton satisfies \( \phi_{\text{tired}} \).

To avoid the second source of undecidability, we restrict the underlying logic to a decidable description logic. Description Logics (DLs) [2] are a well-known family of knowledge representation formalisms that may be viewed as fragments of first-order logic (FO). The main strength of DLs is that they offer considerable expressive power going far beyond propositional logic, while reasoning is still decidable. An action formalism based on DLs was first introduced in [5], and it was shown that important reasoning problems such as the projection problem, which are undecidable in the full situation/fluent calculus, are decidable in this restricted formalism.

In this paper, we show that these positive results can be extended to the verification problem. As logic for specifying properties of infinite sequences of DL actions, we use the temporalized DL \( \mathcal{ALC} \text{-LTL} \) recently introduced in [3], which extends the well-known propositional linear temporal logic (LTL) [12] by allowing for the use of axioms (i.e., TBox and ABox statements) of the basic DL \( \mathcal{ALC} \) in place of propositional letters.\footnote{More precisely, we will consider the extension of \( \mathcal{ALC} \text{-LTL} \) to the more expressive DL \( \mathcal{ALCO} \), but disallow TBox statements.} Note that the property \( \phi_{\text{tired}} \) that we have used in the above coffee delivery example can easily be expressed in LTL.

In the next section, we first recall the basic definitions for DLs,
action formalisms based on DLs, temporalized DLs, and Büchi automata, and then introduce the verification problem and its dual, the satisfiability problem, which asks whether there is an infinite sequence of actions accepted by the given Büchi automaton $\mathbb{B}$ that satisfies the property. Since these problems are interreducible in polynomial time, we then concentrate on solving the satisfiability problem. In Section 3, we consider a restricted version of the general problem, where the Büchi automaton accepts exactly one infinite sequence of unconditional actions. The general problem is then investigated in Section 4. Because of space constraints, detailed proofs of our results and a formalization of the above example had to be omitted. They can be found in [4].

2 PRELIMINARIES

We start by introducing the DL $\mathcal{ALCO}$, which extends the basic DL $\mathcal{ALC}$ by nominals, i.e., singleton concepts.

**Definition 1** Let $N_C$, $N_R$, and $N_I$ respectively be disjoint sets of concept names, role names, and individual names. The set of $\mathcal{ALCO}$-concept descriptions is the smallest set such that

- all concept names are $\mathcal{ALCO}$-concept descriptions;
- if $a \in N_I$, then \{a\} is an $\mathcal{ALCO}$-concept description;
- if $C, D$ are $\mathcal{ALCO}$-concept descriptions and $r \in N_R$, then $\lnot C \sqcup D$, $C \sqcap D$, $\exists r.C$, and $\forall r.C$ are $\mathcal{ALCO}$-concept descriptions.

An $\mathcal{ALCO}$-concept definition is the form $\mathcal{A} \equiv C$, where $\mathcal{A}$ is a concept name and $C$ an $\mathcal{ALCO}$-concept description. An $\mathcal{ALCO}$-TBox $T$ is a finite set of concept definitions with unique left-hand sides. Names occurring on the left-hand side of a definition of $T$ are called defined in $T$ whereas all other concept names are called primitive in $T$. The TBox $T$ is acyclic if there are no cyclic dependencies between the definitions. An $\mathcal{ALCO}$-ABox $A$ is a finite set of $\mathcal{ALCO}$-assertions of the form $C(a), r(a, b), \lnot r(a, b)$, where $C$ is an $\mathcal{ALCO}$-concept description, $r \in N_R$, and $a, b \in N_I$. We use $\top$ to abbreviate $\mathcal{ALCO}\lnot\mathcal{ALCO}$-ABox $A$. Given an assertion $\gamma$, its negation $\lnot \gamma$ is again an assertion: $\lnot (C(a)) := (\lnot C)(a)$, $\lnot (r(a, b)) := \lnot r(a, b)$, and $\lnot (\lnot r(a, b)) := r(a, b)$. We restrict our attention to acyclic TBoxes since, for more general TBox formalisms involving general concept inclusion axioms (GCIs), it is not clear how to define an appropriate semantics for DL actions [5]. The presence of nominals in the concept description language and of negated roles in ABoxes is needed for our treatment of DL actions (see [5]).

**Definition 2** An interpretation is a pair $I = (\Delta^I, \cdot^I)$ where the domain $\Delta^I$ is a non-empty set, and $\cdot^I$ is a function that assigns a set $\Delta^I \subseteq \Delta^I \times \Delta^I \times \Delta^I \times \Delta^I \times \Delta^I$ to every concept name $a$, a binary relation $r^I \subseteq \Delta^I \times \Delta^I$ to every role name $r$, and an element $a^I \in \Delta^I$ to every individual name $a$ such that $a \neq b$ implies $a^I \neq b^I$ (UNA). This function is extended to $\mathcal{ALCO}$-concept descriptions as follows:

- $\{a\}^I = \{a^I\}$;
- $(C \sqcup D)^I = C^I \sqcup D^I$, $(C \sqcap D)^I = C^I \sqcap D^I$, $(\lnot C)^I = \lnot C^I$;
- $(\exists r.C)^I = \{x \in \Delta^I \mid \exists y \in \Delta^I \cdot (x, y) \in r^I \land y \in C^I\}$;
- $(\forall r.C)^I = \{x \in \Delta^I \mid \forall y \in \Delta^I \cdot (x, y) \in r^I \Rightarrow y \in C^I\}$.

The interpretation $I$ is a model of the TBox $T$ if $\Delta^T = C^I$ for all $A \equiv C \in T$, and of the ABox $A$ if it satisfies all the assertions in $A$, i.e., $a^I \in \Delta^I$ for all $C(a) \in A$, $(a^I, b^I) \in r^I$ for all $r(a, b) \in A$, and $(a^I, b^I) \not\in r^I$ for all $\lnot r(a, b) \in A$. We say that $A$ is consistent w.r.t. $T$ if there is a model of $A$ that is also a model of $T$.

The temporalized DL $\mathcal{ALCO}$-LTL is obtained from propositional linear temporal logic (LTL) [12] by allowing for the use of $\mathcal{ALCO}$-assertions in place of propositional letters (see [10] for a survey of temporalized DLs).

**Definition 3** $\mathcal{ALCO}$-LTL formulae are defined by induction:

- if $\beta$ is an $\mathcal{ALCO}$-assertion, then $\beta$ is an $\mathcal{ALCO}$-LTL formula;
- if $\phi, \psi$ are $\mathcal{ALCO}$-LTL formulae, then so are $\phi \land \psi$, $\phi \lor \psi$, $\lnot \phi$, $\phi \psi$, and $X \phi$.

We use $\Box \phi$ to abbreviate $\lnot (\top \Upsilon \lnot \phi)$. The difference to the logic $\mathcal{ALCO}$-LTL introduced in [3] is, on the one hand, that $\mathcal{ALCO}$-assertions rather than just $\mathcal{ACC}$-assertions can be used. On the other hand, an $\mathcal{ACC}$-LTL formula may also contain GCIs, whereas in $\mathcal{ALCO}$-LTL we do not allow the use of terminological axioms. Instead, we use a global acyclic TBox, whose concept definitions must hold at every time point. The semantics of $\mathcal{ALCO}$-LTL is based on $\mathcal{ALCO}$-LTL structures, which are infinite sequences of interpretations over the same non-empty domain $\Delta$ in which every individual name stands for a unique element of $\Delta$.

**Definition 4** An $\mathcal{ALCO}$-LTL structure is a sequence $\mathcal{I} = (I_0, I_1, \ldots)$ of $\mathcal{ALCO}$-interpretations $I_i = (\Delta^I, \cdot^I)$ such that $a^I_i = a^I$ for all individual names $a$ and all $i, j \in \{0, 1, 2, \ldots\}$.

Given an $\mathcal{ALCO}$-LTL formula $\phi$, an $\mathcal{ALCO}$-LTL structure $\mathcal{I}$ = $(I_0, I_1, \ldots)$, and a point time $i \in \{0, 1, 2, \ldots\}$, validity of $\phi$ in $\mathcal{I}$ at time $i$ (written $3_i, i \models \phi$) is defined inductively:

- $3_i, i \models \beta$ iff $I_i$ satisfies the $\mathcal{ALCO}$-assertion $\beta$;
- $3_i, i \models \phi \land \psi$ iff $3_i, i \models \phi$ and $3_i, i \models \psi$;
- $3_i, i \models \phi \lor \psi$ iff $3_i, i \models \phi$ or $3_i, i \models \psi$;
- $3_i, i \models \lnot \phi$ not $3_i, i \models \phi$;
- $3_i, i \models X \phi$ iff $3_i, i + 1 \models \phi$;
- $3_i, i \models \phi \psi$ iff there is $k \geq i$ such that $3_k, k \models \psi$ and $3_j, j \models \phi$ for all $j$, $i \leq j < k$.

In this paper, we assume that the transition from $I_i$ to $I_{i+1}$ in an $\mathcal{ALCO}$-LTL structure is caused by the application of an action. We recall the pertinent definitions for DL actions from [5]. For the sake of simplicity, we omit omissions from our presentation.

**Definition 5** Let $T$ be an acyclic TBox. An $\mathcal{ALCO}$-action $\alpha$ for $T$ is a pair $(\prem, \post)$ which consists of

- a finite set $\prem$ of $\mathcal{ALCO}$-assertions, the pre-conditions;
- a finite set $\post$ of conditional post-conditions of the form $\beta / \gamma$, where $\beta$ is an $\mathcal{ALCO}$-assertion and $\gamma$ is a primitive literal for $T$; i.e., an assertion of the form $A(a)$, $\lnot A(a)$, $r(a, b)$, or $\lnot r(a, b)$ where $A$ is a primitive concept name in $T$, $r$ is a role name, and $a, b$ are individual names.

If every $\beta / \gamma \in \post$ is of the form $\Gamma(a) / \gamma$, then we call $\alpha$ an unconditional action, and in this case we write $\gamma$ instead of $\Gamma(a) / \gamma$. Otherwise, it is a conditional action.

Basically, such an action is applicable in an interpretation if its pre-conditions are satisfied. The conditional post-condition $\beta / \gamma$ requires that $\gamma$ must hold after the application of the action if $\beta$ was satisfied before the application. In addition, nothing should change that is not required to change by some post-condition.

**Definition 6** Let $T$ be an acyclic TBox, $\alpha = (\prem, \post)$ an $\mathcal{ALCO}$-action for $T$, and $I, I'$ interpretations sharing the same domain and
interpreting all individual names in the same way. We say that $T$ transforms $\alpha$ and, for each primitive concept name $\rho$ expressed in $\Sigma$, we have $A^+ = ((A^+ \cup A^\rho) \setminus A^\rho)$ and $r^- = ((r^+ \setminus r^\rho) \setminus r^-)$.

where $A^\rho = \{ b^\rho | \beta/\alpha(b) \in \text{post } \land I \models \beta \}$,

$A = \{ b^\rho | \beta/\alpha(b) \in \text{post } \land I \models \beta \}$,

$r^+ = \{ (a^\rho, b^\rho) | \beta/\alpha(a, b) \in \text{post } \land I \models \beta \}$,

$r^- = \{ (a^\rho, b^\rho) | \beta/\alpha(a, b) \in \text{post } \land I \models \beta \}$.

We say that $\alpha$ is executable in $I$ if $I$ is a model of $\alpha$.

It is an easy consequence of this definition that, for any model $T$ of $\mathcal{T}$, there is exactly one model $\mathcal{T}'$ of $\mathcal{T}$ such that $I \Rightarrow \mathcal{T}'$. An action that tries to add and remove the same literal at the same state of $\mathcal{T}$ is executable in $\mathcal{T}$.

We extend the notation $\Rightarrow_\omega$ to finite sequences of actions $w = \alpha_1 \cdots \alpha_m$ by writing $I \Rightarrow^w \mathcal{T}'$ if there are models $\mathcal{T}_1, \ldots, \mathcal{T}_{m-1}$ of such that $\Rightarrow \mathcal{T}_1 \Rightarrow \mathcal{T}_2 \Rightarrow \cdots \Rightarrow \mathcal{T}_{m-1} \Rightarrow \mathcal{T}_m \Rightarrow \mathcal{T}'$. The projection problem is concerned with the question of whether a certain property holds after the execution of such a finite sequence of actions. Formally, this problem is defined as follows. Let $\mathcal{T}$ be an acyclic $\mathcal{ALCO}$-TBox, a finite sequence of $\mathcal{ALCO}$-actions for $\mathcal{T}$, and $A$ an $\mathcal{ALCO}$-ABox. The $\mathcal{ALCO}$-assertion $\beta$ is a consequence of applying $\mathcal{A}$ in $\mathcal{T}$ if, for all models $\mathcal{T}_1, \ldots, \mathcal{T}_m$ of such that $\Rightarrow \mathcal{T}_1 \Rightarrow \mathcal{T}_2 \Rightarrow \cdots \Rightarrow \mathcal{T}_m \Rightarrow \mathcal{T}_m \Rightarrow \mathcal{T}'$, we have $I \models \beta$. As shown in [5], the projection problem for finite sequences of $\mathcal{ALCO}$-actions can be reduced to the consistency problem for $\mathcal{ALCO}$-ABoxes w.r.t. acyclic $\mathcal{ALCO}$-TBoxes (and vice versa), and thus is PSpace-complete. Note that this reduction crucially depends on the availability of nominals in the target language.

In this paper, we are interested in deciding whether the executions of infinite sequences of actions satisfy a (temporal) property expressed in $\mathcal{ALCO}$-LTL. Let $\Sigma$ be a finite set of $\mathcal{ALCO}$-actions for $\mathcal{T}$. An infinite sequence of such actions can be viewed as an infinite word over the alphabet $\Sigma$, i.e., a mapping $w : \mathbb{N} \rightarrow \Sigma$, where $\mathbb{N}$ denotes the set of non-negative integers.

Definition 7 Let $\mathcal{T}$ be an acyclic $\mathcal{ALCO}$-TBox, $A$ an $\mathcal{ALCO}$-ABox, and $w$ an infinite sequence of $\mathcal{ALCO}$-actions for $\mathcal{T}$. The $\mathcal{ALCO}$-LTL structure $\mathcal{I} = \langle I_i \rangle_{i=0,1,\ldots}$ is generated by $w$ from $\mathcal{A}$ w.r.t. $\mathcal{T}$ if $I_0$ is a model of $\mathcal{A}$ and, for all $i \geq 0$, we have $I_i \models w(i) I_{i+1}$ and $w(i)$ is executable in $I_i$.

For the verification problem, we do not examine the actual execution sequences of a given action program, but instead consider infinite sequences of actions that are accepted by a Büchi automaton abstracting such a program. Büchi automata are finite automata accepting infinite words [14]. A Büchi automaton $B$ basically looks and works like a “normal” finite automaton, but it receives infinite words $w$ as inputs, and thus generates infinite runs. An infinite run of $B$ on $w$ is an infinite word $r : \mathbb{N} \rightarrow Q$ over the alphabet $Q$ of states of $B$ such that $r(0)$ is an initial state and, for every $i \geq 0$, there is a transition of $B$ from the state $r(i)$ with letter $w(i)$ to the state $r(i + 1)$. This run is accepting if it infinitely often reaches a final state. The language $L_w(B)$ of infinite words accepted by $B$ consists of all infinite words $w$ over $\Sigma$ such that $B$ has an accepting run on $w$.

We are now ready to give a formal definition of the verification problem, which was informally introduced in Section 1, as the problem of deciding validity of an $\mathcal{ALCO}$-LTL formula w.r.t. an acyclic TBox, an ABox, and a Büchi automaton.

Definition 8 Let $\mathcal{T}$ be an acyclic $\mathcal{ALCO}$-TBox, $A$ an $\mathcal{ALCO}$-ABox, $\Sigma$ a finite set of $\mathcal{ALCO}$-actions for $\mathcal{T}$, $B$ a Büchi automaton for the alphabet $\Sigma$, and $\phi$ an $\mathcal{ALCO}$-LTL formula.

- $\phi$ is valid w.r.t. $\mathcal{T}$, $A$, and $B$ if $\phi$ holds for all $w \in L_w(B)$ and all $\mathcal{ALCO}$-LTL structures $\mathcal{I}$ generated by $w$ from $\mathcal{A}$ w.r.t. $\mathcal{T}$.
- $\phi$ is satisfiable w.r.t. $\mathcal{T}$, $A$, and $B$ if there is $w \in L_w(B)$ and an $\mathcal{ALCO}$-LTL structure $\mathcal{I}$ generated by $w$ from $\mathcal{A}$ w.r.t. $\mathcal{T}$ such that $\mathcal{I} \models \phi$.

Obviously, $\phi$ is valid w.r.t. $\mathcal{T}$, $A$, and $B$ if $\phi$ is unsatisfiable w.r.t. $\mathcal{T}$, $A$, and $B$. For this reason, we concentrate in the following on solving the satisfiability problem.

3 THE CASE OF A SINGLE CYCLIC SEQUENCE OF UNCONDITIONAL ACTIONS

We say that the infinite word $w$ is cyclic if it starts with an initial word $\alpha_1 \cdots \alpha_m$ and then repeats a non-empty word $\beta_1 \cdots \beta_n$ infinitely often. We denote such a cyclic word by $w = \alpha_1 \cdots \alpha_m (\beta_1 \cdots \beta_n)^\omega$.

The following facts are well-known [14] (and easy to see): if $B$ is a Büchi automaton that accepts a singleton language $\{w\}$, then $w$ is a cyclic word of the form $w = \alpha_1 \cdots \alpha_m (\beta_1 \cdots \beta_n)^\omega$ where $m, n$ are bounded by the cardinality of the set of states of $B$; conversely any singleton language $\{w\}$ consisting of a cyclic word $w = \alpha_1 \cdots \alpha_m (\beta_1 \cdots \beta_n)^\omega$ is accepted by a corresponding Büchi automaton $B_w$ such that the cardinality of the set of states of $B$ is linear in $m + n$.

In this section, we consider only Büchi automata accepting singleton languages. In addition, we restrict the attention to unconditional actions. Thus, for the remainder of this section, we assume that $\mathcal{T}$ is an acyclic $\mathcal{ALCO}$-TBox, $A$ an $\mathcal{ALCO}$-ABox, $\Sigma$ a finite set of unconditional $\mathcal{ALCO}$-actions for $\mathcal{T}$, $B_w$ a Büchi automaton for the alphabet $\Sigma$ accepting the singleton language $\{w\}$ for $w = \alpha_1 \cdots \alpha_m (\beta_1 \cdots \beta_n)^\omega$, and $\phi$ an $\mathcal{ALCO}$-LTL formula. Such a cyclic sequence of actions represents a program that, after an initialization phase, runs in a non-terminating loop.

The main observation that allows us to solve the satisfiability problem for $\phi$ w.r.t. $\mathcal{T}$, $A$, and $B$ is that each $\mathcal{ALCO}$-LTL structure generated by $w$ from $\mathcal{A}$ w.r.t. $\mathcal{T}$ “runs into a cycle” after the first $m + 2n$ interpretations.

Lemma 1 Let $\mathcal{I} = \langle I_i \rangle_{i=0,1,\ldots}$ be an $\mathcal{ALCO}$-LTL structure generated by $w = \alpha_1 \cdots \alpha_m (\beta_1 \cdots \beta_n)^\omega$ from $\mathcal{A}$ w.r.t. $\mathcal{T}$. Then $I_{m+2n+i} = I_{m+2n+i}$ for all $k \geq 2$ and $0 \leq i < n$.

Basically, we now apply the approach for solving the projection problem from [5] to the finite sequence of actions $\alpha_1 \cdots \alpha_m \beta_1 \cdots \beta_n \beta_{m+1} \cdots \beta_{2n}$ in this approach, time-stamped copies of all concept and role names occurring in the input (i.e., in $w$) $\mathcal{T}$, $A$, $\phi$ are generated, together with a number of additional auxiliary concept names. Using this extended vocabulary, one builds, for every assertion $\gamma$ occurring in the input, time-stamped variants $\gamma(i)$ for all $i, 0 \leq i \leq m + 2n - 1$. The extended vocabulary is also used to construct an acyclic $\mathcal{ALCO}$-TBox $\mathcal{T}_\text{ed}$ and an $\mathcal{ALCO}$-ABox $\mathcal{A}_\text{ed}$ such that the following holds:
for every sequence $I_0, \ldots, I_{m-2n-1}$ of models of $T$ such that $I_0$ is a model of $A$ and $I_i \Rightarrow I_{i+1}$ ($0 \leq i < m + 2n - 1$), there is a model $J$ of $A_{\text{red}}$ and $T_{\text{red}}$ such that

$$(*') \quad J_i \text{satisfies } \gamma \text{ iff } J \text{satisfies } \gamma^{(i)}$$

holds for all $i$, $0 \leq i \leq m - 2n - 1$ and all assertions $\gamma$ occurring in the input.

- for every model $J$ of $A_{\text{red}}$ and $T_{\text{red}}$ there exists a sequence $I_0, \ldots, I_{m-2n-1}$ of models of $T$ such that $I_0$ is a model of $A$, $I_i \Rightarrow I_{i+1}$ ($0 \leq i < m + 2n - 1$), and $(*)$ holds for all $i$, $0 \leq i \leq m - 2n - 1$ and all assertions $\gamma$ occurring in the input.

By Lemma 1, any finite sequence $I_0, \ldots, I_{m-2n-1}$ satisfying the properties stated in the above items can be extended to an $\text{ALCO-LTL}$ structure generated by $w = a_1 \cdots a_n (\beta_1 \cdots \beta_n)^\omega$ from $A$ w.r.t. $T$ by setting $I_{m+n+i} = I_{i}$ for all $k \geq 2$ and $0 \leq i < n$. We can enforce executability of the actions $w(j)$ in $I_j$ by adding the ABox

$$A_{\text{pre}} = \bigcup_{0 \leq j < m+2n-1} \{ \gamma^{(i)} | \gamma \in \text{pre}_j \},$$

where pre$_j$ is the set of pre-conditions of the action $w(j)$. To ensure that the $\text{ALCO-LTL}$ formula $\phi$ is satisfied, we generate an additional ABox $A_{\text{rel}}$ by applying a non-deterministic tableau algorithm. In this algorithm, we have time-stamped copies $\psi^{(i)}$ for every subformula $\psi$ of $\phi$. Note that, for the atomic subformulae (i.e., $\text{ALCO}$-assertions), these are just the time-stamped copies introduced above. The tableau algorithm starts with the set $S = \{ \phi^{(0)} \}$ and then modifies this set by applying tableau rules. Instead of defining all rules in detail, we just sketch the most interesting ones, which deal the temporal operators $X$ and $U$ (a complete description can be found in [4]).

There are two variants of the rule that deals with the $X$-operator. If, for some $i < m + 2n - 1$, we have $(X\psi)^{(i)} \in S$, then the first variant applies, which adds $\psi^{(i+1)}$ to $S$ and removes $(X\psi)^{(i)}$. If $(X\psi)^{(m+2n-1)} \in S$, then the second variant applies, which adds $\psi^{(m+n)}$ to $S$ and removes $(X\psi)^{(i)}$.

There are also two variants of the rule that deals with the $U$ operator, depending on whether the until formula $(\psi_1 U \psi_2)^{(i)} \in S$ has a time-stamp $i \leq m + n$ or $i > m + n$. Here, we describe only the more interesting variant, which is the one for this variant (non-deterministically) picks a $k \in \{ m + n, \ldots, m + 2n - 1 \}$. If $i \leq k \leq m + 2n - 1$, then the rule adds $\psi_1^{(i)}, \ldots, \psi_1^{(k-1)}, \psi_2^{(k)}$ to $S$ and removes $(\psi_1 U \psi_2)^{(i)}$.

It can be shown that rule application always terminates with a final set $S$, which contains only (time-stamped) $\text{ALCO}$-assertions, i.e., the final $S$ is an ABox. Since the tableau algorithm has non-deterministic rules (such as the rule dealing with $U$), it can produce several such ABoxes, depending on the choices made in the non-deterministic rules. We say that the ABox $A_{\phi}$ is induced by $\phi$ w.r.t. $w$ if it is one of the ABoxes produced by applying the tableau algorithm to $\phi^{(0)}$.

In the restricted setting considered in this section, we can reduce the satisfiability problem introduced in Definition 8 to consistency of an $\text{ALCO}$-ABox w.r.t. an $\text{acyclic ALCO}$-TBox:

**Lemma 2** The $\text{ALCO-LTL}$ formula $\phi$ is satisfiable w.r.t. $T$, $A$, and $B_w$ iff there is an ABox $A_{\phi}$ induced by $\phi$ w.r.t. $w$ such that $A_{\text{red}} \cup A_{\text{pre}} \cup A_{\phi}$ is consistent w.r.t. $T_{\text{red}}$.

The sizes of $A_{\text{red}}, A_{\text{pre}}$, and $T_{\text{red}}$ are polynomial in the size of $A$, the size of $T$, and $w$ [5]. In addition, our tableau algorithm is an NPSpace-algorithm. Since NPSpace is equal to PSpace and the consistency problem for $\text{ALCO}$-ABoxes w.r.t. $\text{acyclic ALCO}$-TBoxes is in PSpace, this shows that we can decide the satisfiability problem within PSpace. PSpace-hardness follows from the fact that the PSpace-complete projection problem for $\text{ALCO}$-actions can be reduced to the validity problem, which in turn can be reduced to the satisfiability problem. In [5], it is shown that the projection problem is PSpace-hard even for the empty TBox $\emptyset$, a fixed ABox $A$, and a fixed unconditional action without preconditions $\alpha$. It is easy to see that the assertion $\gamma$ is a consequence of applying $\alpha$ in $A$ w.r.t. $\emptyset$ if the $\text{ALCO-LTL}$ formula $X\gamma$ is valid w.r.t. $\emptyset$, $A$, and $B_w$ where $w = \alpha(\alpha)^\omega$.

**Theorem 1** Satisfiability and validity of an $\text{ALCO-LTL}$ formula w.r.t. an $\text{acyclic ALCO}$-TBox, an $\text{ALCO}$-ABox, and a B"uchi automaton accepting a singleton language over an alphabet of unconditional actions are PSpace-complete.

### 4 THE GENERAL CASE

Now, consider arbitrary B"uchi automata and (possibly) conditional actions. In this setting, we cannot use the approach introduced in the previous section. On the one hand, it is easy to see that, for conditional actions, the crucial Lemma 1 need not hold. On the other hand, while any non-empty language accepted by a B"uchi automaton contains a cyclic word, it may also contain non-cyclic ones. Thus, it is not a priori clear whether a cyclic word can be taken as the word $w \in L_w(B)$ required by the definition of the satisfiability problem.

Our approach for solving satisfiability of an $\text{ALCO-LTL}$ formula $\phi$ w.r.t. an $\text{acyclic ALCO}$-TBox, an $\text{ALCO}$-ABox, and a B"uchi automaton $B$ over an alphabet $\Sigma$ of (possibly) conditional actions is based on the approach for deciding satisfiability in $\text{ALCO-LTL}$ introduced in [3]. Given an $\text{ALCO-LTL}$ formula $\phi$ to be tested for satisfiability, this approach builds the propositional abstraction $\hat{\phi}$ of $\phi$ by replacing each $\text{ALC}$-assertion$^4$ $\gamma$ occurring in $\phi$ by a corresponding propositional letter $p_\gamma$. Let $L$ be the set of propositional letters used for the abstraction. Consider a set $S \subseteq \mathcal{P}(\mathcal{L})$, i.e., a set of subsets of $\mathcal{L}$. Such a set induces the following (propositional) LTL formula:

$$\hat{\phi} \equiv \hat{\phi} \land \bigwedge_{\gamma \in S} \left( X \gamma \land \left( p_{\gamma} \land X \neg p_{\gamma} \right) \right)$$

Intuitively, this formula is satisfiable if there exists a propositional LTL structure satisfying $\hat{\phi}$ in which, at every time point, the set of propositional letters satisfied at this time point is one of the sets $X \in S$. To get satisfiability of $\hat{\phi}$ from satisfiability of $\hat{\phi}$ for some $S \subseteq \mathcal{P}(\mathcal{L})$, we must check whether the sets of assertions induced by the sets $X \in S$ are consistent. To be more precise, assume that a set $S = \{ X_1, \ldots, X_k \} \subseteq \mathcal{P}(\mathcal{L})$ is given. For every $i$, $1 \leq i \leq k$, and every concept name $A$ (role name $r$) occurring in $\phi$, we introduce a copy $A^{(i)}(r^{(i)})$ of $A(r)$. The assertion $\gamma^{(i)}$ is obtained from $\gamma$ by replacing every occurrence of a concept or role name by its ith copy. The set $S = \{ X_1, \ldots, X_k \}$ induces the following ABox:

$$A_S := \bigcup_{1 \leq i \leq k} \{ \gamma^{(i)} | p_\gamma \in X_i \} \cup \{ \neg \gamma^{(i)} | p_\gamma \notin X_i \}.$$

$^4$ In [3], both assertions and GCIs need to be replaced. In the present paper, GCIs are not allowed to occur in LTL formulae, and thus we need to deal only with assertions.
The following lemma is proved in [3].

Lemma 3 The $\mathcal{ALCO}$-LTL formula $\phi$ is satisfiable if there is a set $S \subseteq \mathcal{P}(\mathcal{L})$ such that the propositional LTL formula $\phi_S$ is satisfiable and the ABox $A_S$ is consistent (w.r.t. the empty TBox).

Now, we show how we can use this approach to solve the satisfiability problem introduced in Definition 8, i.e., satisfiability of an $\mathcal{ALCO}$-LTL formula $\phi$ w.r.t. an acyclic $\mathcal{ALCO}$-TBox $T$, an $\mathcal{ALCO}$-ABox $A$, and a Büchi automaton $B$ over an alphabet $\Sigma$ of (possibly) conditional actions. First, note that Lemma 3 also holds if we formulate it for $\mathcal{ALCO}$-LTL formulae rather than $\mathcal{ALCO}$-LTL formulae. However, the existence of a set $S \subseteq \mathcal{P}(\mathcal{L})$ such that $\phi_S$ is satisfiable and the ABox $A_S$ is consistent is not enough to have satisfiability of $\phi$ w.r.t. $T$, $A$, and $B$. In fact, the existence of such a set only yields an $\mathcal{ALCO}$-LTL structure $\mathcal{J} = (I_i)_{i=0,1,...}$ satisfying $\phi$. We also need to ensure (i) that $I_0$ is a model of $A$ and (ii) that there is an infinite word $w \in L_w(B)$ such that, for all $i \geq 0$, the transition from $I_i$ to $I_{i+1}$ is caused by the action $w(i)$ and $I_i$ is a model of $T$.

Ensuring that $I_0$ is a model of $A$ is easy since $A$ can be encoded in the $\mathcal{ALCO}$-LTL formula by working with the formula $\phi \land \bigwedge_{\gamma \in \Sigma} \gamma$ instead of $\phi$. For this reason, we will assume in the following (without loss of generality) that the ABox $A$ is empty.

To deal with the second issue, we introduce corresponding propositional letters $p_i$, not only for the assertions $\gamma$ occurring in $\phi$, but also for (i) the assertions $\gamma$ occurring in the actions in $\Sigma$, and (ii) the assertions $\gamma$ of the form $A(a)$ and $r(a, b)$ where $A$, $r$, $a$, $b$ occur in $\phi$, $T$, or an action in $\Sigma$. $A$ is a concept name that is primitive in $T$, $r$ is a role name, and $a$, $b$ are individual names. We call the assertions introduced in (ii) primitive assertions. In the following, let $\mathcal{L}$ be the (finite) set of propositional letters obtained this way. Obviously, Lemma 3 still holds if we use this larger set of propositional letters to build the sets $S$ and the formulae $\phi_S$. One way of deciding satisfiability of a propositional LTL formula $\phi$ is to construct a Büchi automaton $C_\phi$ that accepts the propositional LTL structures satisfying $\phi$ [15]. To be more precise, let $\Gamma := \mathcal{P}(\mathcal{L})$. A propositional LTL structure $\mathcal{S} = (w_i)_{i=0,1,...}$ is an infinite sequence of truth assignments to the propositional letters from $\mathcal{L}$. Such a structure can be represented by an infinite word $x = X(0)X(1)\ldots$ over $\Gamma$, where $X(i)$ consists of the propositional variables that make $w_i$ true. The Büchi automaton $C_\phi$ is built such that it accepts exactly those infinite words over $\Gamma$ that represent propositional LTL structures satisfying $\phi$. Consequently, $\phi$ is satisfiable iff the language accepted by $C_\phi$ is non-empty. The size of $C_\phi$ is exponential in the size of $\phi$, and the emptiness test for Büchi automata is polynomial in the size of the automaton. As sketched in [3], the automaton $C_\phi$ can easily be modified into one accepting exactly the words representing propositional LTL structures satisfying $\phi_S$. In fact, we just need to remove all transitions that use a letter from $\Gamma \setminus S$. Obviously, this modification can be done in time polynomial in the size of $C_\phi$ and thus in time exponential in the size of $\phi$. We denote the Büchi automaton obtained this way by $C_\phi^S$.

Now, consider the Büchi automaton $B$ from the input, and assume that it is of the form $B = (Q, \Sigma, I, \Delta, F)$, where $Q$ is the set of states, $I \subseteq Q$ the set of initial states, $\Delta \subseteq Q \times \Sigma \times Q$ the transition relation, and $F \subseteq Q$ the set of final states. We use $B$ to construct a Büchi automaton $B' = (Q', \Gamma, I', \Delta', F')$ that accepts those infinite words $x = X(0)X(1)\ldots$ over the alphabet $\Gamma$ for which there is an infinite word $w \in L_w(B)$ such that the difference between $X(i)$ and $X(i + 1)$ is “caused by” the action $w(i)$:

- $\Gamma = \mathcal{P}(\mathcal{L})$;
- $Q' = Q \times \Sigma \times \Gamma$;
- $I' = I \times \Sigma \times \Gamma$;
- $((q, \alpha, X), (q', \alpha', X')) \in \Delta'$ iff the following holds:
  1. $(q, \alpha, q') \in \Delta$;
  2. $X = Y$;
  3. Let $\alpha = (pre, post)$.
     - $p_\gamma \in X$ for all $\gamma \in pre$;
     - if $\beta/\gamma \in \text{post}$ and $p_\beta \in X$ then $p_\gamma \notin X'$;
     - for every primitive assertion $\gamma$, if $p_\gamma \in X$ and there is no $\beta/\gamma \in \text{post}$ with $p_\beta \in X$, then $p_\gamma \notin X'$;
     - for every primitive assertion $\gamma$, if $p_\gamma \notin X$ and there is no $\beta/\gamma \in \text{post}$ with $p_\beta \in X$, then $p_\gamma \notin X'$;
- $F' = F \times \Sigma \times \Gamma$.

The intersection of the languages $L_w(B')$ and $L_w(C_\phi^S)$ thus contains those infinite words $x = X(0)X(1)\ldots$ over the alphabet $\Gamma$ (i) that represent propositional LTL structures satisfying $\phi_S$, and (ii) for which there is an infinite word $w \in L_w(B)$ such that the difference between $X(i)$ and $X(i + 1)$ is caused by the action $w(i)$, where the formal meaning of “caused by” is given by the conditions in Item 3 of the definition of $B'$. Since the class of languages of infinite words accepted by Büchi automata is closed under intersection, there is a Büchi automaton $D(\phi, S, B)$ accepting this intersection. This automaton can be obtained from $B'$ and $C_\phi^S$ by a product construction that is a bit more complicated, but not more complex, than the construction for “normal” finite automata [14]. Thus, like $C_\phi^S$ and $B'$, the automaton $D(\phi, S, B)$ is of size exponential in the size of the input.

Given a word $x = X(0)X(1)\ldots$ accepted by $D(\phi, S, B)$, we still cannot be sure that the propositional LTL structure represented by this word can be lifted to an $\mathcal{ALCO}$-LTL structure generated by a word $w \in L_w(B)$ from the empty ABox w.r.t. $T$. The first problem is that we must ensure that $x = X(0)X(1)\ldots$ can be lifted to an $\mathcal{ALCO}$-LTL structure $\mathcal{J} = (I_i)_{i=0,1,...}$ satisfying $\phi$. By Lemma 3, this is the case if the ABox $A_S$ is consistent (w.r.t. the empty TBox). However, we will see below that we need to adapt the definition of $A_S$ in order to align it with the approach used to solve the second problem.

This second problem is that we need to ensure that $I_i \Rightarrow_{w(i)} I_{i+1}$ holds for all $i \geq 0$.

Note that Item 3 in the definition of $B'$ only enforces that the changes to the named part of the interpretation (i.e., for the domain elements interpreting individual names) are according to the action $w(i)$. It does not say anything about the unnamed part of the interpretation (which, according to the semantics of our actions, should not be modified) and it does not deal with the TBox. Fortunately, this is exactly what the TBox $T_{\text{old}}$ already used in the previous section is designed for. Since we must align this TBox with the ABox $A_S$, we need to consider it in a bit more detail than it was necessary in Section 3. The idea is that every concept description $C$ occurring in the input (directly or as subdescription) is represented by a concept name $T_{\text{old}}(i)$ for $i = 0, 1, \ldots, k$ where the index $i$ corresponds to the set $X_i \subseteq S$. In addition, we introduce copies $A(i, x)\;\;\; (i = 0, 1, \ldots, k)$ for all concept and role names occurring in the input. Intuitively, for every index $i$, $1 \leq i \leq k$, we want to have an interpretation $I_i$ that is a model of the ABox

$$A_i = \{ \gamma | p_\gamma \in X_i \} \cup \{ \neg \gamma | p_\gamma \notin X_i \}$$

Recall that the definition of $I_i \Rightarrow_{w(i)} I_{i+1}$ also includes the requirement that $I_i$ must be a model of $T$.
and of the input TBox $T$, such that all these interpretations coincide on their unnamed parts. Now, for every concept name $A$ (role name $r$), the copy $A^{(i)}(r^{(i)})$ corresponds to the extension of $A(r)$ on the unnamed part of $I_i$ (which is the same for all $i$), and the copy $A^{(i)}(r^{(i)})$ corresponds to the extension of $A(r)$ on the named part of $I_i$.

For a concept description $C$, the concept name $T_C^{(i)}$ corresponds to the extension of $C$ in $I_i$ (both named and unnamed part). The TBox $T_{red}$ is defined such that, from a model of $T_{red}$, one can derive models of $T$ coinciding on their unnamed parts (see [5, 4] for details). To ensure that $I_i$ is also a model of $A_i$, we basically use the ABox $A_S$ introduced above. However, as its copy $\gamma^{(i)}(\cdot)$ of a concept assertion $C(a)$ we now use $T_C^{(i)}(a)$ rather than the copy $\gamma^{(i)}(\cdot)$ used in [3] (see above). Let $A_S$ be defined like $A_S$, but with $\gamma^{(i)}(\cdot)$ replacing $\gamma^{(i)}(\cdot)$ for concept assertions. We are now ready to formulate the main technical result of this section (see [4] for the proof).

Lemma 4 The $ALCO-LTL$ formula $\phi$ is satisfiable w.r.t. $T$, $\emptyset$, and $B$ if there is a set $S \subseteq P(L)$ such that $L_{\omega}(D(\phi, S, B)) \neq \emptyset$ and $A_S$ is consistent w.r.t. $T_{red}$.

This lemma yields an ExpSpace-decision procedure for the satisfiability problem. In fact, the double-exponentially many sets $S \subseteq P(L)$ can be enumerated within ExpSpace, and the exponentially large automaton $D(\phi, S, B)$ can be tested for emptiness in exponential time. Finally, the ABox $A_S$ is of exponential size (due to the fact that $S$ is of exponential size) and the same is true for $T_{red}$. Since consistency w.r.t. an acyclic TBox is PSpace-complete in $ALCO$, the required consistency test can be performed in ExpSpace.

Theorem 2 Satisfiability and validity of an $ALCO-LTL$ formula w.r.t. an acyclic $ALCO$-TBox, an $ALCO$-ABox, and a Büchi automaton over an alphabet of (possibly) conditional actions are in ExpSpace.

5 ADDITIONAL RESULTS AND RELATED FUTURE WORK

The results presented in this paper are not restricted to the DL $ALCO$. In fact, just like the results in [5], they can be extended to all DLs between $ALC$ and $ALCQITO$. The approach basically stays the same, the main thing that changes is the complexity of the consistency problem for ABoxes w.r.t. acyclic TBoxes. For the restricted setting of Section 3, we can thus show that the satisfiability problem has the same complexity as the consistency problem for ABoxes w.r.t. acyclic TBoxes: it is PSpace-complete for the DLs $ALC$, $ALCO$, $ALCQ$, and $ALCQO$, ExpTime-complete for the DLs $ALCQI$ and $ALCQTO$, and NExpTime-complete for the DLs $ALCQII$ and $ALCQITO$. For the general setting considered in Section 4, we can show that the satisfiability problem is in ExpSpace for the DLs $ALCQI$ and $ALCQTO$, and $ALCQII$, in 2-ExpTime for the DLs $ALCQI$ and $ALCQTO$, and in 2-NExpTime for the DLs $ALCQII$ and $ALCQITO$. The results for the general case also hold if actions are allowed to have occlusions. It is still an open problem whether the complexity upper-bounds for the general case are tight.

In [6], Calvanese et al. consider the problem of verifying action programs that perform ASK and TELL actions over DL-Lite ontologies. Though this work shares our general goal of verifying DL action programs, the technical set-up is quite different from ours: they use the inexpressive language DL-Lite rather than an expressive one like $ALCO$, directly consider Golog programs rather than abstractions by automata, restrict the attention to finite sequence of actions, and do not employ a temporal logic for specifying properties.

In [1], $ALC-LTL$ is also used in the context of verification. The technical set-up and also the intended application context is, however, quite different. In [1] one observes changes to the world, without knowing how they are caused. Based on what one has observed so far, one tries to predict whether a property specified in $ALC-LTL$ can still be satisfied or falsified. In the present paper, we assume that we know the actions that cause changes, and that we have (an abstraction of the control program that triggers the application of these actions. Based on this information, we try to verify a priori (before the program is executed) whether a property specified in $ALC-LTL$ is guaranteed to be satisfied.

In this paper, we have assumed that a Büchi automaton that abstracts a given action program in the sense that all possible execution sequences of the program are accepted by this automaton is already available. An important topic for future research is how to generate such an abstraction (semi)automatically from a given program.
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