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In ontology-based query answering (OBQA), queries are evaluated on a set of data with respect to an ontology, which specifies background knowledge about the domain. Specifically, a user may query information that is only implicit in the data, but logically entailed when combined with the ontology. While originally designed for querying data that are certain and static, applications such as situation recognition or querying of historical data motivate the need for OBQA where data can be both temporal and probabilistic. For instance, if temporal data are obtained using imprecise sensors, image recognition techniques or language recognition techniques, they can be more adequately represented using probabilities. To employ OBQA in such a setting, we propose temporal probabilistic queries (TPQs), a query language that can be used to describe temporal patterns involving probability bounds on subqueries.

We assume a representation of the data in form of a sequence of probabilistic data sets, which may have been obtained using further preprocessing and windowing operations. Assume for instance these data are obtained by a smartphone app for health monitoring, where motion and blood pressure sensors are used to detect with a certain probability whether a patient is exercising, and whether their blood pressure is high. We can then use the following TPQ to detect situations in which, during the last 10 time units, the patient was with a low probability exercising, until he had with a high probability a high blood pressure:

\[ \bigcirc^{-10}(P_{<0.2}\text{Exercising}(x) \cup P_{>0.7}\text{HighBloodPressure}(x)) \].

Our language is an extension of the temporal query language from [11], which extends conjunctive queries (CQs) with operators from linear temporal logic (LTL), and to which we add probability operators as in the example. As in [11], we consider classical DLs for specifying the ontology. This allows us to use rigid roles in the ontology, which are roles whose interpretation remains static over time. Rigid roles make reasoning easily undecidable in DLs that support LTL constructs as part of the DL [9]. For this reason, we focus on extensions of the query language rather than the DL in this work. (Extensions of both query language and DL are considered in [7].) The probabilistic component follows the semantics of probabilistic ABoxes from [6], which itself is based on semantics for probabilistic databases [5], and has since been used in other works on probabilistic OBQA [3,2].
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We establish a more or less complete picture of the complexity of query entailment using our query language for ontologies expressed in various DLs, as shown in Figure 1. The figure compares the complexities of classical CQ entailment (on the left) with that of probabilistic temporal query entailment without rigid roles ($N_{\text{rig}} = \emptyset$), as well as with rigid roles ($N_{\text{rig}} \neq \emptyset$). Here, $\emptyset$ stands for the case without ontology, (data) refers to data complexity, and (pos) to a restricted query language without negation. Except for the $P^{PP}$ upper bound, all results in this figure are tight.

For DLs that involve nominals or inverse roles, TPQ entailment is not harder than classical query entailment. However, as it turns out, TPQ entailment is also EXPSPACE-hard already in the absence of an ontology, and if only a single probabilistic ABox is considered. This is a big increase compared to both temporal and probabilistic query entailment, which both can be performed within PSPACE without ontologies [4,6]. The source of this high complexity comes from the explicit and implicit negation operators in the DL and the query language. By choosing a DL without negation, and restricting the query language to positive TPQs, which may not use negation or specify probability upper bounds, we obtain a drop in complexity to $P^{PP}$, a complexity class contained in PSPACE. In fact, if the nesting depth of probability operators is bounded, positive TPQ entailment is not harder than classical CQ entailment in probabilistic database systems ($PP$ in data and $PP^{NP}$ in combined complexity).

The full paper will be published in the proceedings of the 33rd AAAI Conference on Artificial Intelligence (AAAI’19) [8].
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