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1 Unification in $\mathcal{FL}_0$

Unification of concept patterns has been proposed as an inference service in Description Logics that can, for example, be used to detect redundancies in ontologies. Basically, a concept pattern is a concept description where certain concept names are viewed as variables. Given two such patterns $C, D$, the question is now whether they can be made equivalent by applying a substitution that replaces the variables with (possibly complex) patterns. A substitution that achieves this is called a unifier of $C$ and $D$. In the context of detecting redundancies, the variables are concepts represented as concept names by one ontologist, but may be defined in more detail (i.e., by a complex description) by another one.

For the DL $\mathcal{FL}_0$, which has the concept constructors conjunction ($\sqcap$), value restriction ($\forall r.C$), and top concept ($\top$), unification was investigated in detail in [6]. It was shown there that unification in $\mathcal{FL}_0$ corresponds to unification modulo the equational theory $\text{ACUIh}$ since (modulo equivalence) conjunction is associative (A), commutative (C), idempotent (I) and has top as a unit (U), and value restrictions behave like homomorphisms for conjunction and top (h). For this equational theory, it had already been shown in [1] that it has unification type zero, which means that a solvable unification problem need not have a minimal complete set of unifiers, and thus in particular not a finite one. From the DL point of view, the decision problem is, however, more interesting than the unification type. Since $\text{ACUIh}$ is a commutative/monoidal theory [11], solvability of $\text{ACUIh}$ unification problems (and thus of unification problems in $\mathcal{FL}_0$) can be reduced to solvability of systems of linear equations in a certain semiring, which for the case of $\text{ACUIh}$ consists of finite languages over a finite alphabet, with union as semiring addition and concatenation as semiring multiplication [6]. By a reduction to the emptiness problem for root-to-frontier tree automata (RFAs), it was then shown in [6] that solvability of the language equations corresponding to an $\mathcal{FL}_0$ unification problem can be decided in exponential time. In addition, ExpTime-hardness of this problem was proved in [6] by a reduction from the intersection emptiness problem for deterministic RFAs (DRFAs) [13].
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2 Restricted Unification in $\mathcal{FL}_0$

In [3], we investigate two kinds of restrictions on unification in $\mathcal{FL}_0$. On the one hand, we syntactically restrict the role depth (i.e., the maximal nesting of value restrictions) in the concepts obtained by applying a unifier to be bounded by a natural number $k \geq 1$. This restriction was motivated by a similar restriction used in research on least common subsumers (lcs) [12], where imposing a bound on the role depth guarantees existence of the lcs also in the presence of a (possibly cyclic) terminology. Also note that such a restriction was used in [9] for the equational theory $ACh$, for which unification is known to be undecidable [10]. It is shown in [9] that the problem becomes decidable if a bound on the maximal nesting of applications of homomorphisms is imposed. On the other hand, we consider a semantic restriction where, when defining the semantics of concepts, only interpretations for which the length of role paths is bounded by a given number $k$ are considered. A similar restriction (for $k = 1$) was employed in [7] to improve the unification type for the modal logic $K$ from type zero [8] to unitary or finitary for $K + \Box\Box \bot$.

3 Results

Regarding the unification type of $\mathcal{FL}_0$, we show in [3] that both the syntactic and the semantic restriction ensures that it improves from type zero to unitary for unification without constants and finitary for unification with constants.

**Theorem 1 ([3]).** Syntactically and semantically $k$-restricted unification in $\mathcal{FL}_0$ is unitary for unification without constants and finitary for unification with constants.

This means that, in the restricted setting, finite complete sets of unifiers always exist, i.e., for a given pair $C, D$ of concept patterns there always is a finite set of unifiers such that every unifier of $C$ and $D$ is an instance of a unifier in this set. If all the concept names occurring in $C, D$ are variables then we call this a unification problem without constants. The theorem says that any solvable unification problem without constants has a most general unifier, i.e., a single unifier that has all unifiers as instances.

Regarding the decision problem, we can show that the complexity depends on whether the bound $k$ is assumed to be encoded in unary or binary. For binary encoding of $k$, the complexity stays ExpTime, whereas for unary coding it drops from ExpTime to PSpace. This is again the case both for the syntactic and the semantic restriction.

**Theorem 2 ([3]).** Given an integer $k \geq 1$ and $\mathcal{FL}_0$ concept patterns $C, D$ as input, the problem of deciding whether $C$ and $D$ have a syntactically (semantically) $k$-restricted unifier or not is ExpTime-complete (in ExpTime) if the number $k$ is assumed to be encoded in binary, and PSpace-complete if $k$ is assumed to be encoded in unary.
The complexity upper bounds can be obtained by adapting the tree automata constructions employed in [6] for solving the language equations induced by \( \mathcal{FL}_0 \) unification problems. Basically, one needs to add an appropriate counter to the states of the automata.

The \( \text{ExpTime} \) lower bound for binary coding in the syntactically restricted case is proved by a reduction from unrestricted unification in \( \mathcal{FL}_0 \). The \( \text{PSpace} \) lower bound for the case of unary coding is shown using a \( k \)-restricted variant of Seidl’s \( \text{ExpTime} \) hardness result [13] for the intersection emptiness problem for DRFAs. The \( k \)-restricted intersection emptiness problem for DRFAs asks whether a given finite collection of DRFAs accepts a common tree of depth at most \( k \).

**Proposition 3 ([13]).** The \( k \)-restricted intersection emptiness problem for DRFAs is \( \text{PSpace-complete} \) if the number \( k \) is represented in unary.

### 4 Conclusion

We have investigated in [3] both a semantically and a syntactically \( k \)-restricted variant of unification in \( \mathcal{FL}_0 \). These restrictions lead to a considerable improvement of the unification type from the worst possible type to unitary/finitary for unification without/with constants. For the complexity of the decision problem, we only obtain an improvement if \( k \) is assumed to be encoded in unary.

While these results are mainly of (complexity) theoretic interest, they could also have a practical impact. In fact, in our experiments with the system UEL, which implements several unification algorithms for the DL \( \mathcal{EL} \) [5], we have observed that the algorithms usually yield many different unifiers, and it is hard to choose one that is appropriate for the application at hand (e.g., when generating new concepts using unification [2]). For this reason, we added additional constraints to the unification problem to ensure that the generated concepts are of a similar shape as the concepts already present in the ontology [2]. It makes sense also to use a restriction on the role depth as such an additional constraint since the role depth of the (unfolded) concepts occurring in real-world ontologies is usually rather small. This claim is supported by our experiments with the medical ontology SNOMED CT [1], which has a maximal role depth of 10, and the acyclic ontologies in Bioportal 2017 [2], where a large majority also has a role depth of at most 10.
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