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1 Introduction

Although logical inferences are interpretable, actually explaining them to a user is still a challenging task. While sometimes it may be enough to point out the axioms from the ontology that lead to the consequence of interest, more complex inferences require proofs with intermediate steps that the user can follow [19]. Following a line of research on the understandability of description logic inferences and proofs [2−4,9,12,14,15,18], in this paper we investigate the usefulness of different proof representations. We compare proofs in a traditional tree shape with a linearized textual representation of proofs. For both variants, we provide an interactive as well as a static version.

Our main goal in this paper is to find out whether a user’s cognitive ability influences which of these four proof representations are preferred and lead to better performance. A study from last year [9] attempted a similar comparison, but it did not find significant differences based on the user’s self-reported experience with logic. In this paper, we attempt to measure the user’s cognitive ability level and investigate the impact on performance and preferences of different proof representations. We report here about two experiments. For both we were able to increase (cf. [9]) the number of participants by creating a fully online survey on LimeSurvey3 and making it available at a study participant recruitment platform called Prolific4.

In a first experiment, we verified that the score on the standardized 16-item International Cognitive Ability Resource (ICAR16) test5 strongly correlates with the ability to draw logical inferences and understand logical proofs. Based on this insight, we used the ICAR16 in our second experiment to measure the user’s cognitive ability levels and compare the different proof representations.

∗ This is an abstract of the paper [6] submitted to DL 2021.
3 https://www.limesurvey.org/
4 https://www.prolific.co/
5 https://icar-project.com/projects/icar-project/wiki
2 Proofs

We assume a basic familiarity with Description Logics (DLs), in particular \( \mathcal{ALCQ} \) [8]. Let \( \mathcal{O} \) be an ontology and \( \alpha \) a consequence of \( \mathcal{O} \) (\( \mathcal{O} \models \alpha \)). The next step is to compute justifications, i.e., minimal subsets \( J \subseteq \mathcal{O} \) such that \( J \models \alpha \), which already point out the axioms from \( \mathcal{O} \) that are responsible for \( \alpha \). However, actually understanding why \( \alpha \) follows may require a more detailed proof, see [2,3] for the formal proof framework. It is important that proofs are neither too detailed nor too short [9,19,20].

Concerning the representation of logical statements, it has been observed by [17] that statements in a controlled natural language are understood significantly better than the Manchester OWL Syntax, where DL axioms are expressed by sentences with the words like “SubTypeOf”, “DisjointWith”, “HasDomain”, etc. Therefore, to open our experiments to a larger population, similarly to the approaches [1,17,20] we use patterns to convert DL sentences into natural-language explanations. Moreover, we use nonsense names that vaguely look and sound English to enable more natural-sounding sentences, e.g. “Every woal is munt only with luxi that are kake”. We did not use real words, because we already faced a problem concerning prior knowledge about the example domains in [9].

Further, we (1) arrange these sentences in a tree-shaped representation, similarly to proofs based on consequence-based reasoning procedures [16,21], and we (2) order them in a linear sequence using English conjunctions, e.g. as produced by verbalization techniques [7,17,18,20]. An aspect in which text differs from a proof tree are that conjunctions (e.g. “since”, “and”) are used to illustrate proof steps and that statements may be repeated if they are reused later.

The interactive proofs were provided by a prototypical web application for explaining DL entailments called Evonne [8,13]. There are examples of the interactive text and the interactive tree representation we used online.

3 Connecting Logical Abilities and Proof Understanding

We first conducted an experiment that shows a connection between participants’ understanding of logical proofs and their general cognitive abilities. A printable version of the survey is available online.

3.1 Description of the experiment

For this experiment we want to employ a standardized measure that allows us to predict the understanding of logical proofs. Here our hypothesis is that the ICAR16 score predicts the performance in the logical reasoning tasks.

---

6 https://lat.inf.tu-dresden.de/evonne/textProof1
7 https://lat.inf.tu-dresden.de/evonne/proof1
8 https://cloud.perspicuous-computing.science/s/oHp9pRa0Cx5SSdF
Participants. The sample consisted of 101 participants (45 female, 56 male) with a mean age of $M = 24.52$ ($SD = 6.81$).

Material. To assess the participants’ cognitive abilities, the 16-item International Cognitive Ability Resource (ICAR16) $^{11,22}$ was applied. It consists of 16 questions equally distributed over four different types: matrix reasoning, letter and number series, verbal reasoning, and 3-dimensional rotation $^5$ The maximum score was 1, while the minimum score was 0.

To test the performance with formal proofs, participants had to solve two tasks. The first described a set of axioms (in natural language) and they should decide which of the given statements follow from the axioms. Each of the statements could be marked as “follows”, “does not follow” or “I do not know”. In the second task, they were given a proof in tree shape that contained a blank node, and they were asked which of some given statements would be valid labels for the node in the context of the proof (“yes”, “no”, “I do not know”). The highest possible score was 24.

3.2 Results

The mean of the ICAR16 scores was $M = .55$ ($SD = .24$). The mean of the score for both logical reasoning tasks was $M = 15.99$ ($SD = 3.3$).

A multiple regression analysis was carried out using the performance in the logical reasoning tasks as the dependent and the ICAR16 performance as the independent variable. The ICAR16 score significantly predicted the performance in the logical tasks ($F(1, 99) = 43.15$, $p < .001$). The ICAR16 explained 30% of the variation in the score of the logical tasks ($R^2 = .3$, $p < .001$), which can be interpreted as large effect size/high explained variance $^{10}$.

4 Logical Abilities and Proof Representation Preferences

Given that ICAR16 scores are highly correlated with performance on logical reasoning tasks, we used it in our main experiment to distinguish participants by their cognitive ability level. A printable version of the survey is available online.$^9$

4.1 Description of the experiment

With this experiment, we attempt to find out which proof representation is most understandable for different users. The goal is to find a difference in the (subjective) preferences and (objective) performance on each proof representation, depending on the user’s level of cognitive ability.

Hypothesis 1: It is easier to understand interactive proofs than static proofs. This will be shown by an increase in performance and by a higher comprehensibility rating for the interactive conditions.

$^9$https://cloud.perspicuous-computing.science/s/dCSmbraoJ4RzDqG
Hypothesis 2: The relative level of comprehensibility of a tree-shaped vs. textual proof depends on the cognitive abilities. This will be shown by a difference in performance and difficulty rating between the conditions and in the final ranking, in dependence of the ICAR16 scores.

Participants. The final sample consisted of 173 participants (41% female, 59% male) with a mean age of $M = 24.8$ ($SD = 8.21$).

Material. Again, we used ICAR16 to assess the participants’ cognitive abilities. For the proof representations, there were two different conditions: form (tree-shaped or textual) and interactivity (static or interactive). We used a $2 \times 2$ within-subjects design, which means that each participant saw all four condition combinations. For this, we developed four artificial proofs of roughly the same difficulty level. For each proof, there were three pages of questions. Each question page contained a single question with 6 answer options (plus “none of these” and “I don’t know”). Questions were of the form “Which of the following would be a correct replacement for the deduction ‘XYZ’ in the proof?” or “Which parts of the following summary/reformulation of the proof are incorrect?” In the end, a score was calculated based on the number of correct answers (out of 12).

In addition to the performance tasks, participants had to rate each proof according to its comprehensibility on a scale from 1 (“not at all”) to 5 (“very much”). In the end of the survey, they would also rank the comprehensibility of the four different proof representations compared to each other.

4.2 Results

A median split ($mdn = .44$) was carried out to divide the participants into those who achieved high scores in the ICAR16 and thus presumably also have higher cognitive abilities and those who scored lower.

Performance and Comprehensibility Ratings. To compare the performance and the comprehensibility ratings after each proof, we ran a multivariate analysis of variance (MANOVA). We could not detect differences in the comprehensibility ratings as well as in the performance between the various representations. Neither of our two hypotheses could be conclusively confirmed.

Ranking. To evaluate the ranking of the four representations (1 = most comprehensible, 4 = least comprehensible), we ran a Friedman’s test revealing a significant difference across both ICAR16 groups. Post-hoc pairwise comparisons were Bonferroni-corrected and showed three significant comparisons. The interactive tree was significantly more often ranked higher than the interactive text ($z = .40, p = .024$, Cohen’s effect size $r = .03$) and also higher than static text ($z = -.50, p = .002$, Cohen’s effect size $r = .04$). The static tree representation was also ranked significantly higher than static text, $z = .39, p = .032$, Cohen’s effect size $r = .03$ (see Figure 1, the light part).
Fig. 1. Rankings of all participants (light bars) and of those with higher ICAR scores (dark bars) for each condition combination.

A Friedman’s test in the group with higher ICAR performance showed a significant difference in the ranking of representations. Bonferroni-corrected post-hoc pairwise comparisons revealed two significant comparisons: between static tree and static text \((z = .59, p = .019, \text{Cohen's effect size } r = .06)\) with static tree being ranked higher than static text (see Figure 1, the dark bars). Interactive tree was also preferred before static text, \((z = -.54, p = .041, \text{Cohen's effect size } r = .06)\). In contrast, the low-ICAR-performers showed no significant difference.

Limitations. According to the aims of our study, we did not pre-select participants. 55.5% of the participants had no experience with propositional logic. For many participants the proof tasks were very challenging, resulting in a mean score of \(M = 2.36\) (out of 12). This resulted in many data points being clustered on the lower end of the scale and differences being more difficult to detect.

5 Conclusion

In addition to previous observations that shorter proofs are better \([9,20]\), we observed a subjective preference for tree-shaped proofs, although this was not reflected by increased performance in our study. Moreover, the level of cognitive abilities did not seem to influence the preferences or the subjective ratings. As a side result, we demonstrated that cognitive abilities tested by the ICAR16 predict the reasoning performance in formal logics. In future work, we want to further investigate the trade-off between giving no details (i.e., justifications) and giving too many details (i.e., full proofs) in various representation formats. For laypersons, it may be better to quickly communicate the gist of a proof in natural language, whereas experts may require access to the formal details.
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