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Abstract

We investigate ontology-based query answering (OBQA) in a setting where both the ontology and the query can refer to concrete values such as numbers and strings. In contrast to previous work on this topic, the built-in predicates used to compare values are not restricted to being unary. We introduce restrictions on these predicates and on the ontology language that allow us to reduce OBQA to query answering in databases using the so-called combined rewriting approach. Though at first sight our restrictions are different from the ones used in previous work, we show that our results strictly subsume some of the existing first-order rewritability results for unary predicates.

1 Introduction

Ontology-based query answering (OBQA) (see, e.g., [32] for an overview) extends query answering in databases in two directions. On the one hand, in OBQA it is not assumed that the available data are complete, and thus facts that are not present are assumed to be unknown rather than false (no closed world assumption [CWA]). On the other hand, an ontology can be used to state background knowledge about the data and to translate between different vocabularies (e.g., user oriented versus system oriented). Nevertheless, if the query language and the ontology language are suitably restricted, then OBQA can be reduced to classical query answering in databases.

Regarding the query language, one usually considers (unions of) conjunctive queries ((U)CQs) (i.e., select-project-join queries) in this setting. If the ontology language belongs to the so-called DL-Lite family of Description Logics (DLs) [3, 10], then the ontology can often be compiled into the query, which can then be evaluated over the unchanged data using the CWA [10, 13]. If this approach is feasible, then one says that the query language is first-order (FO) rewritable w.r.t. the ontology language. FO rewritability implies that OBQA then has the same data complexity as query answering in databases, AC$^0$. For settings where the data complexity of OBQA is no longer in AC$^0$ (e.g., if the DL EL is used as ontology language), the combined rewriting approach, in which both the query and the data are changed, has turned out to be useful [24, 29]. In case the data can be rewritten in polynomial time, this yields polynomial data complexity.

Real-world datasets, however, frequently contain concrete data values (such as numbers and strings), and database queries use built-in predicates on these values to formulate restrictions on the tuples to be selected. When extending the use of concrete data values and built-in predicates to the OBQA setting, it makes sense to employ them not only in the query, but also in the ontology. In ontology languages based on DLs, one then talks about DLs with concrete domains [5, 27]. In addition to concepts and roles (i.e., unary and binary predicates on the abstract domain), such DLs employ attributes (i.e., binary relations between the abstract and the concrete domain) to assign concrete values to individuals, and concrete predicates (corresponding to built-in predicates in databases) to formulate constraints on these values.

Motivated by OBQA applications, several authors have introduced dialects of DL-Lite and CQs with concrete domains [4, 35, 38]. However, like the standard Web Ontology Language OWL 2 [1], these extensions of DL-Lite with concrete domains consider only unary predicates on data values, which can be used to constrain a single value, but cannot require relationships between different values. With unary predicates one can, for example, express that the systolic blood pressure of a patient is $>120$ and the diastolic blood pressure is $>80$, but setting the systolic blood pressure into a relationship with the diastolic one requires a binary predicate.

In this work, we lift this restriction, i.e., we define an extension of DL-Lite with concrete domains that may have predicates of arbitrary arity, and show that—for concrete domains satisfying certain properties—CQs with built-in predicates from the concrete domain allow for a combined rewriting w.r.t. ontologies formulated in this new language. For example, using an appropriate

---

1 see https://www.w3.org/TR/owl2-overview/
binary predicate we can then express that the pulse pressure, i.e., the difference between the systolic and the diastolic blood pressure, is 50.

Note that, in general, we do not assume that attributes are functional, but our logic can express (local) functionality (e.g., ensuring that a patient can have only one systolic blood pressure). We also show that concrete domains satisfying our restrictions are closed under disjoint union and product. Using the product of two numerical domains (one for pressure values and one for time), we can compare measurements at different time points; e.g., we can ask for patients whose systolic blood pressure increased by 20 in 30 seconds.

In addition to introducing our combined rewriting approach and proving that it is correct, we also show that the FO rewritability results for the DL-Lite variant with concrete domains with unary predicates in [38] follow from our results. Basically, we show that (i) concrete domains with unary predicates satisfying the restrictions in [38] can be turned into ones satisfying our restrictions, and (ii) in the unary case our combined rewriting boils down to an FO rewriting.

The results in [4] are orthogonal to ours since, on the one hand, they are restricted to the unary case, but on the other hand, they allow for more expressiveness on the DL side. In contrast to our work and [4, 38], in [35] queries do not contain built-in predicates. Finally, in [19] the authors also consider a setting with non-unary concrete domains, but where the data complexity is co-NP-hard in general. They then investigate for which kinds of queries this complexity goes down to P. In contrast, our goal is to find restrictions on non-unary concrete domains that ensure combined rewritability, and thus polynomial data complexity, for all queries.

2 Concrete Domains

Concrete domains are a well-known formalism for dealing with values in ontologies [26, 33, 38]. We first introduce the general notion of concrete domains, and then restrict it such that it fits our purpose.

**Definition 2.1 (Concrete domain).** A concrete domain $D$ consists of

- a non-empty set $\Delta^D$ of values,
- a collection of predicates $\Pi_i$ with associated arities $m_i$, containing the special unary predicate $\top_D$, and
- interpretations $\Pi_i^D \subseteq (\Delta^D)^{m_i}$ for all predicates, where $(\top_D)^D = \Delta^D$.

Concrete domains can be used to formulate constraints as follows. Let from now on $N_V$ be a countable set of variables.

**Definition 2.2 (Syntax and semantics of $D$-formulas).** A $D$-formula $\phi$ is a Boolean combination of $D$-atoms of the form $\Pi(v_1, \ldots, v_m)$, where $\Pi$ is an $m$-ary predicate and $v_1, \ldots, v_m \in \Delta^D \cup N_V$. The set of variables occurring in $\phi$ is denoted by $\text{Var}(\phi)$. A $D$-conjunction (disjunction) is a conjunction (disjunction) of $D$-atoms.

Given a finite set $V \subseteq N_V$, a variable assignment (for $V$) is a mapping $f : V \to \Delta^D$. For a $D$-formula $\phi$ with $\text{Var}(\phi) \subseteq V$, the set $\text{sol}_V(\phi)$ contains all solutions for $\phi$, which are the variable assignments for $V$ under which $\phi$ is satisfied in $D$ (using the standard notion of satisfaction in a relational structure). We simply write $\text{sol}(\phi)$ if $V = \text{Var}(\phi)$. A $D$-formula is satisfiable if it has at least one solution. A set of $D$-formulas $\Gamma$ implies a $D$-formula $\psi$ if $\bigcap_{\phi \in \Gamma} \text{sol}_V(\phi) \subseteq \text{sol}_V(\psi)$, where $V := \bigcup_{\phi \in \Gamma} \text{Var}(\phi) \cup \text{Var}(\psi)$. If $\Gamma$ is a singleton $\{\phi\}$, then we say that $\phi$ implies $\psi$.

In the DL literature, concrete domains are usually required to satisfy additional properties that are tailored to the reasoning problems under consideration. For example, in order to obtain
We have to add the set \( D \) to the concrete domain. We consider only a single cr-admissible concrete domain. Although the properties p-admissibility, functionality, and constructivity are independent, the concrete domain \( D \) is functional and convex, which means that all its predicates must be unary.

Our combined rewritability results depend on the following properties.

**Definition 2.3** (cr-admissible). The concrete domain \( D \) is cr-admissible if it is polynomial, convex, and satisfies the following additional properties:

- \( D \) has equality: it contains all unary predicates \( =_d \) with \( d \in \Delta^P \), which are interpreted as \( \{d\} \), as well as a binary predicate \( = \), interpreted as \( \{(d, d) \mid d \in \Delta^P\} \).
- \( D \) is functional: for any \( m \)-ary predicate \( \Pi \), \( d \in \Delta^P \), and \( i, 1 \leq i \leq m \), the formula \( \Pi(v_1, \ldots, v_m) \land =_d(v_i) \) has at most one solution.
- \( D \) is constructive: for all \( D \)-conjunctions \( \phi \) and \( D \)-disjunctions \( \psi \) with \( \text{sol}_V(\phi) \setminus \text{sol}_V(\psi) \neq \emptyset \), an element of this set can be computed in polynomial time.

**Example 2.4.** The following concrete domains are known to be p-admissible [6, 7], i.e., polynomial and convex:

- \( D_Q \): The set \( Q \) of all rational numbers with the unary predicates \( \top_{D_Q}, =_q, \) and \( >_q \) (with the interpretation \( \{x \mid x > q\} \)), and binary predicates \( = \) and \( +_q \) (with the interpretation \( \{(x, y) \mid x = q + y\}\)), for any \( q \in Q \).
- \( D_{\Sigma^*} \): The set \( \Sigma^* \) of all words over a fixed alphabet \( \Sigma \) with the unary predicates \( \top_{D_{\Sigma^*}}, =_w, \) and binary predicates \( = \) and \( \text{conc}_w \) (with the interpretation \( \{(x, y) \mid x = w \cdot y\}\)), for any \( w \in \Sigma^* \).

Interestingly, both \( D_Q \) and \( D_{\Sigma^*} \) are also functional and constructive, and hence admissible. Although the properties p-admissibility, functionality, and constructivity are independent, the latter two are used extensively in the proofs of p-admissibility for \( D_Q \) and \( D_{\Sigma^*} \) in [7].

### 2.1 Closure Properties

We consider only a single cr-admissible concrete domain \( D \) in this paper. However, one can combine several concrete domains \( D_1, \ldots, D_n \) (e.g., the ones from Example 2.4) into a single one by constructing their disjoint union or their product, without affecting cr-admissibility.

#### 2.1.1 Disjoint Union

The concrete domain \( D_1 \oplus \cdots \oplus D_n \) has as its domain the disjoint union of \( \Delta^{D_1}, \ldots, \Delta^{D_n} \), and \( \Omega \), where \( \Omega \) is a set of countably infinitely many untyped values [38]. Its predicates are the individual predicates of \( D_1, \ldots, D_n \), the unary predicates \( \top_{D_1 \oplus \cdots \oplus D_n} \) and \( =_\omega, \omega \in \Omega \), and the extended binary predicate \( = \).

We have to add the set \( \Omega \) as it was done in [38], since otherwise this construction would not preserve convexity: The atom \( \top_{D_n}(v) \) would imply \( \top_{D_1}(v) \lor \cdots \lor \top_{D_n}(v) \), but not any of the disjuncts. The additional countably many predicates \( =_\omega \) prevent this behavior. They
loosely correspond to plain literals in the RDF standard, which do not have an explicit type in OWL. The set \( \Omega \) does not affect answers to queries since usually the type of all variables is known; i.e., we can restrict each variable \( v \) using an atom of the form \( \top_D(v) \) to prevent solutions from using the set \( \Omega \). In our ontology language, we can additionally restrict all attributes to one domain \( D_i \) using attribute range constraints (see Section 3), e.g., expressing that the age of a person is always a number and the name is always a string.

**Lemma 2.5.** If \( D_1, \ldots, D_n \) are cr-admissible concrete domains, then \( D_1 \oplus \cdots \oplus D_n \) is also cr-admissible.

*Proof.* Let \( D := D_1 \oplus \cdots \oplus D_n \). Functionality is preserved since it is a condition on single predicates, which is satisfied by the new predicates \( \top_D, =, \) and \( =_\omega, \omega \in \Omega \).

The satisfiability of \( D \)-conjunctions \( \phi \) can be decided by the following procedure. First, we can remove atoms involving predicate \( \top_D \) since they do not restrict the solutions of \( \phi \). Now, we assign each variable \( v \) occurring in \( \phi \) to one of the component domains \( \Delta^{D_1}, \ldots, \Delta^{D_n}, \Omega \) as follows: If \( v \) occurs in a predicate of one of these domains, then it is assigned to this domain. Moreover, if \( v \) occurs in an atom \( = (v, v') \) in \( \phi \) and we already know that \( v' \) is assigned to \( D_i \) or \( \Omega \), then \( v \) must also belong to that component. After exhaustively labeling variables in this way, the only remaining variables are those that occur only in equality atoms \( = (v_1, v_2) \). These atoms are obviously satisfiable independently of the other atoms in \( \phi \), and hence we can remove them. This means that each atom should now be uniquely associated to one of the component domains. If a variable occurs in predicates from several of the component domains, then \( \phi \) is obviously unsatisfiable. Otherwise, \( \phi \) can be split into independent components for each of the component domains, and satisfiability can be checked independently. A conjunction of atoms over \( \Omega \) is satisfiable iff no two variables connected by a chain of equality predicates occur in two different \( =_\omega \)-atoms, which is decidable in polynomial time.

To show that \( D \) is constructive, consider a \( D \)-disjunction \( \psi \) that is not implied by a \( D \)-conjunction \( \phi \), and let \( f \in \text{sol}(\phi) \setminus \text{sol}(\psi) \). We can partition \( \phi \) according to the images of the variables under \( f \) into independent conjunctions \( \phi_1, \ldots, \phi_n, \phi_\Omega \), which do not share variables and are solved by \( f \) in one of the component domains \( \Delta^{D_1}, \ldots, \Delta^{D_n}, \Omega \), respectively. Since each component is constructive, we can compute partial solutions \( f_i \in \text{sol}(\phi_i) \setminus \text{sol}(\psi), i \in \{1, \ldots, n, \Omega\} \) in polynomial time. In particular, for \( \phi \) we can easily find enough values in \( \Omega \) that do not satisfy any atom of the form \( = (v_1, v_1) \) or \( =_\omega, \omega \in \Omega \) in \( \psi \). Since each \( f_i \) maps the variables of \( \phi \) into a disjoint component, we can combine them directly to obtain a solution of \( \phi \) that does not satisfy any disjunct of \( \psi \).

To show decidability of implications of \( D \)-atoms \( \alpha \) by \( D \)-conjunctions \( \phi \), we can likewise assume that \( \top_D \) does not occur in the input. Furthermore, we again assign all variables and atoms in \( \phi \) to a unique component domain, where we associate all equality atoms \( = (v_1, v_2) \) whose component is not clear with \( \Omega \). If \( \phi \) is unsatisfiable (for example if a variable occurs in predicates from different domains), then the implication holds. Otherwise, if a variable in \( \alpha \) occurs in \( \phi \) in a predicate belonging to a different domain than the one in \( \alpha \), then the implication does not hold. Finally, if these type checks have succeeded, then the implication only depends on those conjuncts in \( \phi \) that match the domain of the variables in \( \alpha \). An implication between atoms over \( \Omega \) can be decided by computing the equivalence closure of all involved equality atoms and assigning elements of \( \Omega \) to some of the resulting equivalence classes, in polynomial time.

To prove convexity, consider a valid implication between a \( D \)-conjunction \( \phi \) and a \( D \)-disjunction \( \psi \). If \( \phi \) is unsatisfiable, then it also implies all the disjuncts of \( \psi \) individually, and hence we are done. If \( \psi \) contains an atom of the form \( \top_D(v) \), then \( \phi \) also implies this atom, and thus we assume in the following that \( \top_D \) does not occur in \( \psi \). Further, if \( \top_D(v) \) occurs in \( \phi \) and \( v \) also occurs in at least one different atom in \( \phi \), then we can remove the atom \( \top_D(v) \) from \( \phi \) without affecting convexity. If \( v \) occurs in \( \phi \) only in an atom of the form \( \top_D(v) \), then the solutions of the finite disjunction \( \psi \) must cover all possibilities of mapping \( v \) to an untyped element \( \omega \in \Omega \).
Since there are infinitely many such elements and they only occur in the interpretation of the predicates \(=\omega\), \(\top\), and \(=\), it must be the case that \(v\) occurs in \(\psi\) only in equality atoms of the form \(= (v, v')\). By fixing all other variables according to an arbitrary solution of \(\phi\), we can show that \(\top(v)\) implies a disjunction of the form \(\omega_1(v) \lor \cdots \lor \omega_m(v)\), which is impossible (cf. the proof of Lemma 2.7). Thus, we assume in the following that \(\top\) does not occur in \(\phi\) or \(\psi\).

Now, any disjunct \(\Pi(v_1, \ldots, v_m)\) where one of the variables \(v_1, \ldots, v_m\) occurs in \(\phi\) in a predicate from a different component domain can be removed from \(\psi\) without changing the validity of the implication. Afterwards, it is easy to see that the implication can again be split up according to the membership of the predicates to the same concrete domain (where all equality atoms in \(\psi\) belong to all domains, and all equality atoms in \(\phi\) that cannot be uniquely assigned to a domain are assigned to \(\Omega\)), and it must be the case that one of the resulting implications is valid in the corresponding component. If this component is one of \(\mathcal{D}_1, \ldots, \mathcal{D}_n\), then it follows from their cr-admissibility and the fact that the conjunction on the left-hand side of a valid implication can be extended without affecting the validity of the implication that \(\phi\) implies one of the disjuncts of \(\psi\).

Otherwise, we know that a conjunction \(\phi'\) using only the predicates \(=\omega\) and \(=\) implies a disjunction \(\psi'\) with the same property, where the former is a part of \(\phi\) and the latter is a part of \(\psi\). We can remove all equality atoms from \(\phi'\) by identifying the variables occurring together in equality atoms (see the proof of Lemma 2.7). If afterwards a variable \(v\) is not constrained by an atom \(=\omega_i(v)\), then this is equivalent to having an atom \(\top(v)\), which was shown to be impossible above. Hence, the remaining conjunction ensures that all solutions must map each variable \(v\) occurring in \(\psi'\) to a fixed element \(\omega_\ell\) of \(\Omega\). But then \(\psi'\) must contain either an equality atom of the form \(= (v, v)\), an atom of the form \(= (v, v')\) with \(\omega_\ell = \omega_\ell\), or an atom of the form \(= \omega_\ell(v)\). In each case, this atom is obviously implied by \(\phi'\), and hence by \(\phi\).

2.1.2 Product

The concrete domain \(\mathcal{D}_1 \otimes \cdots \otimes \mathcal{D}_n\) has as its domain \(\Delta^{\mathcal{D}_1} \times \cdots \times \Delta^{\mathcal{D}_n}\), and for each \(n\)-tuple of \(m\)-ary predicates \(\Pi(1, \ldots, \Pi_n)\), where each \(\Pi_i\) belongs to \(\Delta_i\), it contains the \(m\)-ary predicate \(\Pi_1 \otimes \cdots \otimes \Pi_n\), whose interpretation is

\[
\{(d_1^1, \ldots, d_1^m), \ldots, (d_1^n, \ldots, d_1^n) \mid \forall i \in \{1, \ldots, n\}: (d_i^1, \ldots, d_i^m) \in \Pi_i^{\mathcal{D}_i}\}.
\]

We can define \(\top_{\mathcal{D}_1 \otimes \cdots \otimes \mathcal{D}_n} := \top_{\mathcal{D}_1} \otimes \cdots \otimes \top_{\mathcal{D}_n}\) and \(=_{d_1, \ldots, d_n} := =_{d_1} \otimes \cdots \otimes =_{d_n}\) to obtain the predicates required by Definition 2.1 and cr-admissibility.

For example, the product \(\mathcal{D}_0 \times \mathcal{D}_3\) can be used to model measurements that are associated with time stamps, to express statements like an increase of blood pressure by 20 in 30 seconds.

**Lemma 2.6.** If \(\mathcal{D}_1, \ldots, \mathcal{D}_n\) are cr-admissible concrete domains, then \(\mathcal{D}_1 \otimes \cdots \otimes \mathcal{D}_n\) is also cr-admissible.

**Proof.** We show the claim for a binary product, from which it easily follows for products with more components. Let hence \(\mathcal{D} := \mathcal{D}_1 \otimes \mathcal{D}_2\). Since both \(\mathcal{D}_1\) and \(\mathcal{D}_2\) have equality, the binary equality predicate on \(\mathcal{D}\) is obtained by the product of the individual equality predicates.

Consider now a satisfiable \(\mathcal{D}\)-conjunction \(\Pi(v_1, \ldots, v_m) \land =_d(v_j)\), where \(\Pi := \Pi_1 \otimes \Pi_2\) and \(d := (d_1, d_2)\). This conjunction is equivalent to the two conjunctions \(\Pi_i(v^i_1, \ldots, v^i_m) \land =_{d_i}(v^i_j)\), \(i \in \{1, 2\}\). These conjunctions are still satisfiable in their respective domains, and hence we obtain unique solutions for the variables \(v^i_j\). These can be composed into a solution for the original conjunction, which must be unique since any other solution would differ in at least one component, and hence yield an alternative solution for one of the component conjunctions. This shows functionality of \(\mathcal{D}\). The same arguments allow us to decompose any \(\mathcal{D}\)-conjunction into two conjunctions over \(\mathcal{D}_1\) and \(\mathcal{D}_2\) that are both satisfiable if the original conjunction was
satisfiable. Similarly, an implication of a $\mathcal{D}$-atom by a $\mathcal{D}$-conjunction is valid iff it is valid in all components. Hence, the assumption that $\mathcal{D}_1$ and $\mathcal{D}_2$ are polynomial yields that that $\mathcal{D}$ is also polynomial.

To show that $\mathcal{D}$ is constructive, consider a $\mathcal{D}$-disjunction $\psi$ that is not implied by a $\mathcal{D}$-conjunction $\phi$. By the above arguments, one component of $\phi$, say $\phi_1$, does not imply the corresponding component $\psi_1$ of $\psi$ in $\mathcal{D}_1$, and we know that the other component $\phi_2$ has at least one solution in $\mathcal{D}_2$. Since both $\mathcal{D}_1$ and $\mathcal{D}_2$ are constructive, we can compute solutions of $\text{sol}(\phi_1) \setminus \text{sol}(\psi_1)$ and $\text{sol}(\phi_2) \setminus \text{sol}(\bot)$ in polynomial time, where $\bot$ denotes the empty disjunction. The combination of these solutions naturally forms an element of $\text{sol}(\phi) \setminus \text{sol}(\psi)$.

For convexity, consider a satisfiable $\mathcal{D}$-conjunction $\phi$ that implies a $\mathcal{D}$-disjunction $\psi$, and denote by $\phi_i$ and $\psi_i$ their restrictions to the $i$-th component, $i \in \{1, 2\}$. We assume that $\phi$ and $\psi$ contain the variables $v_1, \ldots, v_m$, and these correspond to the variables $v_{i1}, \ldots, v_{im}$ in $\phi_i$ and $\psi_i$. By assumption, each $\phi_i$ is satisfiable and implies $\psi_i$. We show that $\phi$ implies a disjunct of $\psi$ by induction on the number $k$ of disjuncts of $\psi$. If $k = 1$, then clearly the claim holds. If $k > 1$, we choose an arbitrary disjunct $\alpha$ of $\psi$ and assume that $\phi$ does not imply $\alpha$. We will show that then $\phi$ must imply the remaining disjunction $\psi^\alpha$. Since $\psi^\alpha$ has $k - 1$ disjuncts, the induction hypothesis then yields that $\phi$ implies a disjunct of $\psi^\alpha$, which is also a disjunct of $\psi$.

Since $\phi$ does not imply $\alpha$, there is a solution $f \in \text{sol}(\phi)$ that does not satisfy $\alpha$. By the semantics of the product predicates, $f$ can be split into solutions of $\phi_i$, $i \in \{1, 2\}$, by setting $f_i(v_j) := d_{ij}$, where $f(v_i) = (d_{i1}, d_{i2})$. However, there must be one component $i \in \{1, 2\}$ such that $f_i$ does not satisfy $\alpha_i$; we assume without loss of generality that $i = 1$. Hence, $f_1$ is a counterexample for the implication of $\alpha_1$ by $\phi_1$. By the convexity of $\mathcal{D}_1$, we know that $\phi_1$ implies $\psi_1^\alpha$. Hence, it remains to show that also $\phi_2$ implies $\psi_2^\alpha$, since then the product semantics yields that $\phi$ implies $\psi^\alpha$. Assume to the contrary that $\phi_2$ does not imply $\psi_2^\alpha$, i.e., there is a solution $f_2'$ of $\phi_2$ that does not satisfy $\psi_2^\alpha$. We obtain a new variable assignment $f'$ by combining $f_1$ and $f_2'$ as follows: $f'(v_i) := (f_1(v_{i1}), f_2'(v_{i2}))$. This assignment satisfies $\phi_1$ in the first component and $\phi_2$ in the second component, and thus is a solution of $\phi$. However, $f'$ does not satisfy $\alpha$ in the first component, and it does not satisfy $\psi^\alpha$ in the second component. Hence, it is a counterexample to the implication between $\phi$ and $\psi = \alpha \lor \psi^\alpha$, which contradicts our assumption.

\ \ \ \ \ \ \ □

2.2 Unary Concrete Domains

The paper [38] about query answering in $DL$-$\text{Lite}$ with unary concrete domains $\mathcal{D}$ imposes the following restriction:

$\text{(infinitediff)}$ For any $\mathcal{D}$-conjunction $\phi$ and $\mathcal{D}$-disjunction $\psi$, whenever $|\text{sol}_V(\phi)| > 1$ and $\text{sol}_V(\phi) \not\subseteq \text{sol}_V(\psi)$ for every $\mathcal{D}$-atom $\psi'$ in $\psi$ (where $V := \text{Var}(\phi) \cup \text{Var}(\psi)$), then the cardinality of $\text{sol}_V(\phi) \setminus \text{sol}_V(\psi)$ is infinite.

The original definition actually does not include the condition $|\text{sol}_V(\phi)| > 1$. However, it is easily checked that the constructions and results of [38] remain valid under our weaker version of $\text{(infinitediff)}$. In our setting, this modification is useful to accommodate the predicates $\equiv_d$, whose presence would otherwise contradict $\text{(infinitediff)}$. The authors of [37, 38] also consider two other restrictions, called $\text{(infinite)}$ and $\text{(opendomain)}$, which, after closer inspection, turn out to be simply the special cases of $\text{(infinitediff)}$ with $\psi = \text{false}$ and $\phi = \text{true}$, respectively.

In [4], a condition similar to $\text{(infinitediff)}$ can be found, which was adapted from [37]. However, the paper [4] also considers only unary predicates and ignores the easy case of singleton solution sets: it requires that the difference between an arbitrary union and an arbitrary intersection of (interpretations of) predicates must be either empty or infinite. Additionally, a convexity condition is imposed on the concrete domain by requiring that the inclusion relationships between all predicates can be axiomatized by Horn rules.
The paper \[8\] considers only unary concrete domains that are decidable and satisfy \((\text{infinitediff})\). To show that our results also apply to this setting, we first prove that we can add equality predicates to \(\mathcal{D}\) without destroying \((\text{infinitediff})\).

**Lemma 2.7.** Let \(\mathcal{D}\) be a unary concrete domain satisfying \((\text{infinitediff})\). Then the concrete domain \(\mathcal{D}'\) that is obtained from \(\mathcal{D}\) by adding the predicates \(=\) and \(\neq\) \((d \in \Delta^d)\) still satisfies \((\text{infinitediff})\).

**Proof.** We first show that adding the unary predicates \(=d\), \(d \in \Delta^D\), does not affect \((\text{infinitediff})\). To show this, we can without loss of generality restrict ourselves to formulas using only one variable \(v\) since different variables cannot interact using only unary predicates. Assume that \(\phi\) is a conjunction of unary atoms using only \(v\) with \(|\text{sol}(\phi)| > 1\), and \(\text{sol}(\phi) \not\subseteq \text{sol}(\psi')\) holds for all atoms \(\psi'\) of a \(\mathcal{D}\)-disjunction \(\psi\) using only \(v\). Since \(|\text{sol}(\phi)| > 1\), we already know that \(\phi\) cannot contain any of the new predicates \(=d\). Consider now the \(\mathcal{D}\)-disjunction \(\psi^{-}\) obtained from \(\psi\) by removing all atoms of the form \(=d(v)\). Hence, by \((\text{infinitediff})\) we know that \(\text{sol}(\phi)\) contains infinitely many solutions that are not elements of \(\text{sol}(\psi^{-})\). However, since \(\text{sol}(\psi^{-})\) and \(\text{sol}(\psi)\) differ only in finitely many elements, we must also have \(|\text{sol}(\phi)\setminus \text{sol}(\psi)| = \infty\), as required. Hence, in the following we can assume that \(\mathcal{D}\) already contains all the unary predicates \(=d\), \(d \in \Delta^D\).

We show below, in Lemma 2.8, that these unary predicates cause \((\text{infinitediff})\) to become equivalent to convexity of \(\mathcal{D}\). Hence, we know that \(\mathcal{D}\) is convex, and need to show that \(\mathcal{D}'\) is also convex. For this purpose, consider a satisfiable \(\mathcal{D}'\)-conjunction \(\phi\) that implies a \(\mathcal{D}'\)-disjunction \(\psi\). We can assume without loss of generality that these formulas do not contain constants since atoms containing only constants must be valid in \(\mathcal{D}\) and can hence be removed without affecting the solutions of \(\phi\) and \(\psi\), and atoms of the form \(=(d,v)\) or \(=(v,d)\) with \(d \in \Delta^D\) can be equivalently written as \(=d(v)\).

We will further assume that \(\phi\) does not contain any equality atoms, which is without loss of generality due to the following arguments. Consider the equivalence relation \(=\) on terms generated by the equalities occurring in \(\phi\). We obtain the \(\mathcal{D}\)-conjunction \(\phi/\sim\) from \(\phi\) by replacing all variables of an \(=\)-equivalence class \(E\) by a single fresh variable \(v_E\) and removing all equality atoms. Every solution \(f \in \text{sol}(\phi)\) yields a solution \(f/\sim\) of \(\phi/\sim\) by setting \(f/\sim(v_E) := f(v)\) for any \(v \in E\). Vice versa, from \(f/\sim \in \text{sol}(\phi/\sim)\) we obtain \(f \in \text{sol}(\phi)\) via \(f(v) := f/\sim(v_E)\) for all \(v \in E\). These two mappings describe a bijection between \(\text{sol}(\phi)\) and \(\text{sol}(\phi/\sim)\). We apply the same variable replacement to \(\psi\) to obtain a \(\mathcal{D}'\)-disjunction \(\psi'\). It is easy to see that \(\phi/\sim\) still implies \(\psi'\), and that \(\phi\) implies a disjunct of \(\psi\) iff \(\phi/\sim\) implies a disjunct of \(\psi'\).

We can hence assume that \(\phi\) is of the form \(\phi_1(v_1) \land \cdots \land \phi_n(v_n)\), where the \(\phi_i(v_i)\) are independent conjunctions of unary atoms over different variables \(v_i, 1 \leq i \leq n\). Likewise, \(\psi\) can be written as \(\psi_1(v_1) \land \cdots \land \psi_n(v_n) \land \psi^=\), where each \(\psi_i(v_i)\), \(1 \leq i \leq n\), is a disjunction of unary atoms over \(v_i\), and \(\psi^=\) contains all binary equality atoms.

If \(\phi\) implies one of the disjunctions \(\psi_i(v_i)\), then convexity of \(\mathcal{D}\) yields the claim. Otherwise, we know that \(S_i := \text{sol}(\phi_i(v_i)) \setminus \text{sol}(\psi_i(v_i))\) is non-empty, for all \(i \in \{1, \ldots, n\}\). In all cases where \(S_i = \{d_1, \ldots, d_k\}\) is finite, we obtain that \(\phi_i(v_i)\) implies \(\psi_i(v_i) \lor d_1(v_i) \lor \cdots \lor d_k(v_i)\). Since we assumed that \(\phi_i(v_i)\) does not imply \(\psi_i(v_i)\), by the convexity of \(\mathcal{D}\) it must imply one of the atoms \(=d_i(v_i)\), which means that \(\text{sol}(\phi_i(v_i)) = \{d_i\}\).

Consider the (partial) variable assignment \(f\) that assigns all such variables \(v_i\) their uniquely determined solutions. If \(f\) satisfies one of the equality atoms in \(\psi^=\), this already shows that \(\phi\) implies this atom. Otherwise, we proceed to extend \(f\) to the remaining variables. For any variable \(v_i\) that does not yet have a value under \(f\), we know that \(\text{sol}(\phi_i(v_i)) \setminus \text{sol}(\psi_i(v_i))\) is infinite. Hence, it is possible to find a value from \(\text{sol}(\phi_i(v_i))\) that is different from all values of \(f\) that have already been fixed. After we have done this for all the remaining variables, we have found a solution \(f\) of \(\phi\) that does not satisfy any of the equality atoms in \(\psi^=\), and by assumption also none of the remaining atoms of \(\psi\). This contradicts the assumption that \(\phi\) implies \(\psi\).

In summary, we have shown that either \(\phi\) must already imply one of the disjunctions \(\psi_i(v_i)\), or
the singleton solution sets among \( \text{sol}(\phi(v_i)) \) imply an equality atom in \( \psi^m \), which concludes the proof of convexity.

The properties convexity [6] and \((\text{infinitediff})\) [37, 38] were introduced independently to solve different problems in the presence of concrete domains. The former was used together with polynomiality of \( D \) to show that reasoning in an extension of the description logic \( \mathcal{EL} \) remains polynomial. Closer to this paper, \((\text{infinitediff})\) was introduced for unary concrete domains, in order to obtain an FO rewriting for CQs in a dialect of DL-Lite. Surprisingly, we can show that in our setting these two seemingly unrelated properties are actually equivalent. In general, convexity is a weaker restriction since it does not force non-singleton predicates to be infinite. But in the presence of \( =_d \) we can show equivalence. In fact, if \( \text{sol}_V(\phi) \setminus \text{sol}_V(\psi) \) is finite, then one can use the predicates \( =_d \) to construct a counterexample to convexity. In contrast to the previous lemma, this result is not restricted to unary concrete domains.

**Lemma 2.8.** A concrete domain \( D \) containing the predicates \( =_d \) \((d \in \Delta^D)\) is convex iff it satisfies \((\text{infinitediff})\).

**Proof.** Consider a \( D \)-conjunction \( \phi \) and a \( D \)-disjunction \( \psi \), and let \( V := \text{Var}(\phi) \cup \text{Var}(\psi) \).

\((\Rightarrow)\) Suppose that \( |\text{sol}_V(\phi)| > 1 \), \( \text{sol}_V(\phi) \not\subseteq \text{sol}_V(\psi') \) for every atom \( \psi' \) in \( \psi \), and that \( \text{sol}_V(\phi) \setminus \text{sol}_V(\psi) \) is finite. Let \( S := \{f_1, \ldots, f_m\} := \text{sol}_V(\phi) \setminus \text{sol}_V(\psi) \) be the finitely many solutions of \( \phi \) that do not satisfy \( \psi \). Then we have

\[
\text{sol}_V(\phi) \subseteq \text{sol}_V(\psi) \cup S
= \text{sol}_V(\psi) \cup \bigcup_{i=1}^m \text{sol}_V\left( \bigwedge_{v \in V} =_{f_i}(v) \right)
= \text{sol}_V\left( \psi \lor \bigvee_{i=1}^m \bigwedge_{v \in V} =_{f_i}(v) \right)
= \text{sol}_V\left( \psi \lor \bigwedge_{(v_1, \ldots, v_m) \in V^m} \bigvee_{i=1}^m =_{f_i}(v_i) \right)
= \bigcap_{(v_1, \ldots, v_m) \in V^m} \text{sol}_V\left( \psi \lor \bigvee_{i=1}^m =_{f_i}(v_i) \right).
\]

Hence, \( \phi \) implies \( \psi \lor \bigvee_{i=1}^m =_{f_i}(v_i) \), for all \((v_1, \ldots, v_m) \in V^m \). Hence, by convexity of \( D \) and our assumption that \( \phi \) does not imply any single atom of \( \psi \), for every \((v_1, \ldots, v_m) \in V^m \) there must be an index \( i, 1 \leq i \leq m \), such that \( \text{sol}_V(\phi) \subseteq \text{sol}_V(\psi) \setminus \text{sol}_V(\equiv_{f_i}(v_i)) \), i.e., all solutions of \( \phi \) map \( v_i \) to \( f_i(v_i) \). Consider now the constant tuples of the form \((v_1, \ldots, v) \in V^m \). By the above property, we know that, for all \( v \in V \), there is an index \( i_v \) such that all solutions of \( \phi \) map \( v \) to \( f_{i_v}(v) \). Hence, either \( \text{sol}_V(\phi) \) is empty or it is a singleton set containing only the solution that maps all \( v \in V \) to \( f_{i_v}(v) \). This contradicts our assumption that \( |\text{sol}_V(\phi)| > 1 \).

\((\Leftarrow)\) Assume that \( \text{sol}_V(\phi) \subseteq \text{sol}_V(\psi) \) holds and \( \psi \) contains at least one atom. If \( \text{sol}_V(\phi) \) is empty, then clearly \( \text{sol}_V(\phi) \subseteq \text{sol}_V(\psi) \) holds for all atoms \( \psi' \) in \( \psi \), and hence the claim is trivial. If \( |\text{sol}_V(\phi)| = 1 \), then the unique solution \( f \) of \( \phi \) must satisfy an atom \( \psi' \) in \( \psi \), and thus \( \text{sol}_V(\phi) = \{f\} \subseteq \text{sol}_V(\psi') \). Finally, consider the case that \( |\text{sol}_V(\phi)| > 1 \). Since \( \text{sol}_V(\phi) \subseteq \text{sol}_V(\psi) \), we have \( |\text{sol}_V(\phi) \setminus \text{sol}_V(\psi)| = 0 \), which is finite, and hence \((\text{infinitediff})\) implies the existence of an atom \( \psi' \) of \( \psi \) such that \( \text{sol}_V(\phi) \subseteq \text{sol}_V(\psi') \).

Note that both convexity and \((\text{infinitediff})\) only talk about finite disjunctions. Hence, it is still possible for (conjunctions of) predicates to have infinite coverings. For example, \( \top_{\mathcal{Q}} \) is covered by the union of all predicates \( >_q \) with \( q \in \mathbb{Q} \).
As a further step towards showing that our results imply the ones in [38], observe that every unary concrete domain $D$ is trivially functional. We will finish this discussion in Section 6.6, where we also show that polynomiality (and decidability of implications using the predicate $=$) and constructivity are not needed for our results if $D$ is unary. In contrast, in the presence of predicates of higher arity, the predicates $\equiv_d$, polynomiality, and constructivity are essential for our combined rewriting approach (see Section 6).

Convexity is also necessary for our combined rewritability results since they imply polynomial data complexity. In fact, if the concrete domain is not convex, then answering conjunctive queries that can refer to concrete domain predicates is co-NP-hard in data complexity (and hence neither FO or combined rewritable, unless $P = NP$), even in the unary case [4, 37, 38]. For the case of predicates of larger arity, convexity alone is not sufficient: we also need functionality and constructivity of $D$.

3 The Ontology Language

For any cr-admissible concrete domain $D$, we introduce the logic $DL-Lite_{core}^{(HF)}(D)$, a common extension of $DL-Lite_{core}^{(HF)}$ and $DL-Lite_A$ [3, 35].

3.1 Syntax

Let $\mathbb{N}_C$, $\mathbb{N}_R$, $\mathbb{N}_A$, and $\mathbb{N}_I$ be pairwise disjoint sets of concept, role, attribute, and individual names, respectively. A role is either a role name or an inverse role of the form $P^-$, where $P \in \mathbb{N}_R$. A (basic) concept is either a concept name, the special concept top ($\top$), an existential restriction of the form $\exists R$, where $R$ is a role, or an attribute restriction of the form $\exists U_1, \ldots, U_m.\Pi$, where $U_1, \ldots, U_m \in \mathbb{N}_A$ and $\Pi$ is an $m$-ary predicate of $D$.

A TBox (or ontology) is a finite set of

- inclusions $X_1 \subseteq X_2$,
- disjointness constraints $\text{disj}(X_1, X_2)$,
- functionality constraints $\text{funct}(R)$, and
- attribute range constraints $B \subseteq \forall U_1, \ldots, U_m.\Pi$

where $X_1$ and $X_2$ are both either basic concepts, roles, or attribute names, $R$ is a role, $B$ is a concept, $\Pi$ is an $m$-ary predicate of $D$, and $U_1, \ldots, U_m \in \mathbb{N}_A$. As usual, role names occurring in a functionality constraint are not allowed to occur on the right-hand side of inclusions. Without this restriction, CQs could not be FO-rewritable over $DL-Lite$ logics [3].

In contrast to $DL-Lite_{core}^{(HF)}$, we do not explicitly have role (a)symmetry or (ir)reflexivity axioms here; they can, however, be simulated as described in [3, Lemma 5.17]. In particular, the (instantiated) canonical model that we construct in Section 5 constitutes a so-called untangled (tree-like) model.

An ABox is a finite set of

- concept assertions $A(a)$,
- role assertions $P(a, b)$, and
- attribute assertions $U(a, d)$,
where \( A \in \mathbb{N}_C \), \( P \in \mathbb{N}_R \), \( U \in \mathbb{N}_K \), \( a, b \in \mathbb{N}_i \), and \( d \in \Delta^D \).

Inclusions, constraints, and assertions are collectively called axioms. A knowledge base (KB) is a pair \( K = (A, T) \) consisting of a TBox \( T \) and an ABox \( A \) that uses only the concept, role, and attribute names occurring in \( T \). We denote by \( \Delta^D(T) \) the set of all concrete domain values occurring in \( T \), and similarly define \( \Delta^D(A) \) and \( \Delta^D(K) \). We use \( P^-(a, b) \) as an abbreviation for \( P(b, a) \), and define \( (P^-)^- := P \).

### 3.2 Semantics

An interpretation \( I \) consists of a non-empty domain \( \Delta^I \) (sometimes called object domain) and an interpretation function \( \cdot^I \) that assigns:

- to each individual name \( a \in \mathbb{N}_i \) an object \( a^I \in \Delta^I \) such that for all \( a, b \in \mathbb{N}_i \) with \( a \neq b \) we have \( a^I \neq b^I \) (unique name assumption (UNA)),
- to each concept name \( A \in \mathbb{N}_C \) a set \( A^I \subseteq \Delta^I \) of objects,
- to each role name \( P \in \mathbb{N}_R \) a binary relation \( P^I \subseteq \Delta^I \times \Delta^I \) between objects,
- to each attribute name \( U \in \mathbb{N}_A \) a binary relation \( U^I \subseteq \Delta^I \times \Delta^D \) between objects and concrete values.

This function is extended to roles and concepts as follows:

- \( (P^-)^I := \{(e_1, e_2) \mid (e_2, e_1) \in P^I\} \);
- \( \top^I := \Delta^I \);
- \( (\exists R)^I := \{e_1 \mid \exists e_2 : (e_1, e_2) \in R^I\} \);
- \( e \in (\exists U_1, \ldots, U_m, \Pi)^I \) iff there are \((d_1, \ldots, d_m) \in \Pi^D\) such that \((e, d_i) \in U_i^I, 1 \leq i \leq m\);
- \( e \in (\forall U_1, \ldots, U_m, \Pi)^I \) iff for all \((d_1, \ldots, d_m) \in \Delta^D\) with \((e, d_i) \in U_i^I, 1 \leq i \leq m\), we have \((d_1, \ldots, d_m) \in \Pi^D\).

An interpretation \( I \) satisfies (or is a model of)

- an inclusion or attribute range constraint \( X_1 \subseteq X_2 \) if \( X_i^I \subseteq X_2^I \);
- a disjointness constraint \( \text{disj}(X_1, X_2) \) if \( X_1^I \cap X_2^I = \emptyset \);
- a functionality constraint \( \text{funct}(R) \) if \((e, e_1), (e, e_2) \in R^I \) implies that \( e_1 = e_2 \);
- a concept assertion \( A(a) \) if \( a^I \in A^I \);
- a role assertion \( P(a, b) \) if \((a^I, b^I) \in P^I \);
- an attribute assertion \( U(a, d) \) if \((a^I, d) \in U^I \);
- a TBox, ABox, or knowledge base \( \mathcal{X} \) if it satisfies all its axioms (written \( I \models \mathcal{X} \)).

A KB is consistent if it has a model.
3.3 Comparison to Other DL-Lite Logics

Our logic extends those from [35, 38]. In fact, the missing functionality restrictions on attributes can be expressed using attribute range constraints of the form $\exists U, \forall U, \ldots =$. On top of that, we even allow functional attributes to occur on the right-hand sides of inclusions. In contrast to [4], we do not support number restriction on roles or attributes. But we can at least simulate conjunctions in inclusions via the concrete domain. For example, since $=_{d}(v_1) \wedge =_{d}(v_1, v_2)$ implies $=_{d}(v_2)$, the inclusion $B_1 \cap B_2 \subseteq B_3$ can be simulated by the axioms

$$ T \subseteq \exists U_1. T_D, \quad T \subseteq \exists U_2. T_D, \quad B_1 \subseteq \forall U_1. =_{d}, \quad B_2 \subseteq \forall U_1, U_2. =, \quad \exists U_2. =_{d} \subseteq B_3, $$

where $U_1$, $U_2$ are fresh attribute names, and $d$ is a fresh constant.

Example 3.1. We consider $D_0$ from Example 2.4. The TBox

$$ T := \{ \text{Patient} \subseteq \exists \text{maxHR}. \top_{D_R}, \exists \text{age}. =_{60} \subseteq \forall \text{maxHR}. =_{160}, \text{Patient} \subseteq \forall \text{hr}, \text{hr}=, \exists \text{maxHR}, \text{hr}+.5 \subseteq \text{Alert} \} $$

says that every patient has a maximum heart rate, which is 160 for persons of age 60, there is always only one heart rate measurement, and an alert is raised when the measured heart rate rises to only 5 below the maximum heart rate. A corresponding ABox contains actual data such as

$$ A := \{ \text{Patient}(p_1), \text{age}(p_1, 60), \text{hr}(p_1, 155), \text{Patient}(p_2), \text{hr}(p_2, 155), \text{maxHR}(p_2, 180) \}, $$

which implies the assertion $\text{Alert}(p_1)$, but not $\text{Alert}(p_2)$.

This example illustrates the most prominent advantage of our logic, namely attribute restrictions using predicates of arity greater than 1. Here, they allow us to express the concept of an alert by comparing the current measurement with a maximum value. Using unary predicates, one could express hard-coded limits like $\exists \text{hr}. >_{180} \subseteq \text{Alert}$, but not comparisons with an (age-dependent) maximum rate, unless one writes a huge (finite) case distinction.

Usually, existential and attribute restrictions in DL-Lite are unqualified, i.e., of the form $\exists R$ or $\exists U$ without further restriction on the type of the $R$- or $U$-filler. However, qualified existential restrictions (over non-functional roles) on the right-hand side of concept inclusions can be simulated as usual [35, 35]. If $R$ is not functional, i.e., the TBox does not contain the constraint $\text{funct}(R)$, then $A \subseteq \exists R. B$ can be expressed by $A \subseteq \exists P_B. P_B \subseteq R$, and $\exists P_B \subseteq B$, where $P_B$ is a fresh role name. Similarly, we could simulate attribute restrictions on the right-hand side of inclusions using only unqualified attribute restrictions in conjunction with attribute range restrictions and attribute inclusions. For example, to express $B \subseteq \exists U. V. II$, we could write $B \subseteq \exists U. II, B \subseteq \exists V. II, U. II \subseteq U, V. II \subseteq V$, and $B \subseteq \forall U. II, V. II$, where $U. II, V. II$ are fresh attribute names.

As in OWL 2 QL, but in contrast to many DL-Lite dialects, we allow qualified attribute restrictions on the left-hand side of inclusions. Since such restrictions only affect each abstract domain element individually, these concepts are harmless for our purposes. In contrast, if we would additionally allow feature chains, which are often used in more expressive description logics to compare attributes of different domain elements, we could easily prove undecidability of CQ answering by a reduction from the Post Correspondence Problem [25, 20], e.g., using the concatenation and equality predicates provided by $\mathcal{D}_{\Sigma^*}$.

4 Conjunctive Queries with Built-ins

We consider a set of variables $N$ that is partitioned into the two sets $N_{OV}$ (object variables) and $N_{CV}$ (concrete domain variables). Elements of $N_{I} \cup N_{OV}$ are called object terms, and those
of $\Delta^D \cup N_{CV}$ are value terms.

**Definition 4.1** (CQs). A conjunctive query $\phi$ is of the form $(\vec{x}, \vec{v}) \leftarrow \psi(\vec{y}, \vec{w})$, where

- $\vec{x}, \vec{y}$ are vectors over $N_{OV}$;
- $\vec{v}, \vec{w}$ are vectors over $N_{CV}$;
- all variables occurring in $(\vec{x}, \vec{v})$ also occur in $(\vec{y}, \vec{w})$; and
- $\psi$ is a conjunction of atoms of the following forms, using exactly the variables in $(\vec{y}, \vec{w})$:
  - $A(x)$ (concept atom),
  - $P(x, y)$ (role atom),
  - $U(x, v)$ (attribute atom),
  - $x = y$ (object equality atom), or
  - $\Pi(v_1, \ldots, v_m)$ (value comparison atom),

where $A \in N_C$, $P \in N_R$, $U \in N_R$, $x, y$ are object terms, $v, v_1, \ldots, v_m$ are value terms, and $\Pi$ is an $m$-ary predicate of $D$.

The set of answer variables (or distinguished variables) of $\phi$, denoted by $FVar(\phi)$, consists of the variables occurring in $(\vec{x}, \vec{v})$. The remaining variables in $(\vec{y}, \vec{w})$ are called existentially quantified (or nondistinguished). As for assertions, we may write $P^+(x, y)$ instead of $P(y, x)$. A CQ is called Boolean if it does not have any answer variables. We write $\alpha \in \phi$ to denote that $\alpha$ is an atom occurring in the CQ $\phi$. The set $\text{terms}(\phi)$ contains all elements of $N_I, \Delta^D$, and $N_V$ that occur in $\phi$. $\Delta^D(\phi)$ denotes the set of all concrete domain values that occur in $\phi$, and we similarly define $N_I(\phi)$, $N_{CV}(\phi)$, et cetera.

An interpretation $\mathcal{I} = (\Delta^I, \mathcal{I})$ satisfies (or is a model of) a Boolean CQ $\phi$ (written $\mathcal{I} \models \phi$) if there is a homomorphism of $\phi$ into $\mathcal{I}$, which is a mapping $\pi : \text{terms}(\phi) \rightarrow \Delta^I \cup \Delta^D$ such that

- $\pi$ maps $N_{OV}(\phi)$ into $\Delta^I$, and $N_{CV}(\phi)$ into $\Delta^D$;
- $\pi(a) = a^\mathcal{I}$ for all $a \in N_I(\phi)$;
- $\pi(d) = d$ for all $d \in \Delta^D(\phi)$;
- $\pi(x) \in A^\mathcal{I}$ for all concept atoms $A(x) \in \phi$;
- $\pi(x), \pi(y) \in P^\mathcal{I}$ for all role atoms $P(x, y) \in \phi$;
- $\pi(x), \pi(v) \in U^\mathcal{I}$ for attribute atoms $U(x, v) \in \phi$;
- $\pi(x) = \pi(y)$ for all object equality atoms $x = y \in \phi$; and
- $\pi(v_1), \ldots, \pi(v_m) \in \Pi^\mathcal{D}$ for all value comparison atoms $\Pi(v_1, \ldots, v_m) \in \phi$.

A KB $\mathcal{K}$ entails a Boolean CQ $\phi$ (written $\mathcal{K} \models \phi$) if every model $\mathcal{I}$ of $\mathcal{K}$ is also a model of $\phi$.

A potential answer to a CQ $\phi$ w.r.t. $\mathcal{K}$ is a mapping $\alpha : FVar(\phi) \rightarrow N_I(\mathcal{K}) \cup \Delta^D$ that maps all distinguished object variables into $N_I(\mathcal{K})$ and all distinguished concrete domain variables into $\Delta^D$. A certain answer to $\phi$: $(\vec{x}, \vec{v}) \leftarrow \psi(\vec{y}, \vec{w})$ w.r.t. $\mathcal{K}$ is an answer tuple of the form $\alpha(\vec{x}, \vec{v})$, where $\alpha$ is a potential answer for which $\mathcal{K}$ entails the Boolean CQ $\alpha(\phi)$: $(\vec{v}) \leftarrow \psi(\alpha(\vec{y}, \vec{w}))$. The set of all certain answers to $\phi$ w.r.t. $\mathcal{K}$ is denoted by $\text{cert}(\phi, \mathcal{K})$. Similarly, for an interpretation $\mathcal{I}$, we denote by $\text{ans}_\mathcal{K}(\phi, \mathcal{I})$ the set of all tuples $\alpha(\vec{x}, \vec{v})$, where $\alpha$ is a potential answer to $\phi$ w.r.t. $\mathcal{K}$ such that $\mathcal{I} \models \alpha(\phi)$. We usually omit the subscript $\mathcal{K}$ since it is clear from the context.
4.1 Rewritability

Given any query language and ontology language, first-order (FO) rewritability of a query $\phi$ w.r.t. a TBox $T$ is the property that one can find a first-order query expression that, when evaluated over any ABox $A$ viewed as a (closed-world) database, yields the same answers as $\phi$ on the KB $\langle A, T \rangle$. It was shown in [8] that this is actually equivalent to rewritability into a union (disjunction) of CQs. Combined rewritability generalizes this approach by allowing the ABox to be rewritten as well, by incorporating some information from the TBox. These techniques allow us to employ existing relational database systems for query answering over ontologies [13, 25].

**Definition 4.2.** A CQ $\phi$ is FO-rewritable w.r.t. a TBox $T$ if there is a finite set $\Phi_T$ of CQs such that for every consistent KB $K = \langle A, T \rangle$ we have
\[
\text{cert}(\phi, K) = \bigcup_{\phi' \in \Phi_T} \text{ans}(\phi', I(A)),
\]
where $I(A) := I_K^{(0)}$ is the finite interpretation that will be formally defined in Section 5.2, which satisfies exactly the assertions in $A$. The set $\Phi_T$ is called a rewriting of $\phi$ w.r.t. $T$.

The CQ $\phi$ is combined rewritable w.r.t. $T$ if there is a finite set $\Phi_T$ of CQs such that for every consistent KB $K = \langle A, T \rangle$ we have
\[
\text{cert}(\phi, K) = \bigcup_{\phi' \in \Phi_T} \text{ans}(\phi', I(K)),
\]
where $I(K)$ is a finite interpretation that is constructed from $A$ and $T$ in polynomial time.

It is important that $\Phi_T$ does not depend on the ABox, and $I(K)$ does not depend on the query. This allows to draw close connections between these rewritability properties and the complexity of CQ entailment. FO rewritability implies that entailment of (Boolean) CQs is in the circuit complexity class $AC^0$ w.r.t. data complexity, where the query and TBox are viewed as fixed, and only the ABox is counted as part of the input. Hence, the size of the rewriting $\Phi_T$ does not affect the data complexity, as long as it is finite. For combined rewritability, since $I(K)$ is of size polynomial in the size of $A$, CQ entailment is in P. The interpretation $I(K)$ is required to be polynomial since it would be impractical to increase an already large dataset by a superpolynomial amount [17, 21, 29].

Often, it is also desirable that the size of $\Phi_T$ is at most polynomial in the size of $\phi$ and $T$. However, for DL-Lite$_{H \text{core}}$ ontologies in general, it is impossible to find an FO rewriting that is a polynomial-sized union of CQs [21]. If one allows to rewrite into arbitrary FO formulas, the existence of polynomial rewritings is an open problem, although there are strong indications that the answer to this question is negative [21].

4.2 Safety

We follow the approach commonly used for databases and assume that all concrete domain predicates are built-in predicates of the database system, i.e., their full (possibly infinite) extensions are known [2, 9, 22, 38]. Although strictly speaking this means that the interpretation $I(K)$ is not finite anymore, i.e., not a database in the classical sense, for so-called domain-independent queries it suffices to be able to check satisfiability of $\mathcal{D}$-conjunctions, which is usually implemented in database systems by using a dedicated solver, e.g., for integer arithmetic. Domain-independence is the crucial requirement that the set of answers should not depend on the chosen domain $\Delta_D^D$ of available values, but only on the values in $\Delta_D^D(K)$ [1]. To ensure this condition in our setting, we adopt the following syntactic restriction from [2, 38].
The CQ \( \phi \) is safe if all its concrete domain variables are safe. A variable \( v \) that occurs in an atom \( U(x,v) \) in \( \phi \) is bound to \( x \) (in \( \phi \)). All other variables of \( N_{CV}(\phi) \) are called unbound.

A concrete domain variable may be bound to several object variables, and unbound variables are always restricted to a constant value by condition \([3]\). Condition \([3]\) is not essential for our results, since unbound variables can always be replaced by constants without changing the semantics of the query (if we allow constants in answer tuples). However, this definition of safety is more convenient to formulate the rewriting in Section \([4]\).

While safety is not necessary to obtain rewritability for unary concrete domains \([4]\), the next lemma shows that for concrete domain predicates of higher arity non-safety may actually lead to non-rewritability. Unless \( P = \text{NP} \), there cannot even exist a combined rewriting.

**Lemma 4.4.** In \( DL-Lite^{\text{core}}(\mathcal{D}_{(a)}) \), entailment of (non-safe) Boolean CQs is co-NP-hard in data complexity.

**Proof.** The proof is based on the observation that unsafe variables can be used to express projections of \( n \)-ary predicates, which may not be convex anymore. In particular, the projection of the binary predicates \( \text{conc}_w \) of \( D^*_w \) (see Example \([2,4]\)) to the first component yields the unary predicates \( \text{pref}_w \) that match all words with prefix \( w \), which were shown to be non-convex in \([7]\).

Hence, we can adapt the co-NP-hardness proofs for non-convex concrete domains from \([4,37]\) for our purposes. These proofs are based on a reduction of the satisfiability problem for propositional 2+2-CNF formulas, which is NP-hard and is often used for showing hardness of reasoning problems in description logics \([12,15]\). Here, we consider only a singleton alphabet, but the proof can easily be adapted to any finite alphabet (using a union of CQs).

Let \( f = c_1 \land \cdots \land c_n \) be a propositional 2+2-CNF formula over the variables \( p_1, \ldots, p_m \), where each clause \( c_i \) is of the form \( p_{i1} \lor p_{i2} \lor \neg p_{i3} \lor \neg p_{i4} \) for \( p_{ij} \in \{true, false\} \). For the reduction, we abuse the notation and treat \( c_1, \ldots, c_n \) and \( p_1, \ldots, p_m, true, false \) as individual names. We further use a concept name \( A \), role names \( P_1, P_2, N_1, N_2 \), and an attribute name \( U \). We consider the TBox \( \mathcal{T} := \{ A \sqsubseteq \exists U. T(a) \} \) and the ABox

\[
\mathcal{A}_f := \{ A(p_1), \ldots, A(p_m), U(\text{true}, a), U(\text{false}, \epsilon) \} \cup \\
\{ P_1(c_i, p_{i1}^0), P_2(c_i, p_{i2}^0), N_1(c_i, p_{i3}^0), N_2(c_i, p_{i4}^0) \mid 1 \leq i \leq n \},
\]

which encodes the formula \( f \). Intuitively, the truth value assignments will be given by the values of the attribute \( U \) at \( p_1, \ldots, p_m \), where \( \epsilon \) represents false, and every other word \( a^n \), \( n \geq 1 \), indicates true.

The following Boolean CQ checks whether there exists an unsatisfied clause:

\[
\phi := () \leftarrow P_1(x_c, x_1) \land P_2(x_c, x_2) \land N_1(x_c, x_3) \land N_2(x_c, x_4) \land \\
U(x_1, v_1) \land U(x_2, v_2) \land U(x_3, v_3) \land U(x_4, v_4) \land \\
=\epsilon(v_1) \land =\epsilon(v_2) \land \text{conc}_a(v_3, v'_3) \land \text{conc}_a(v_4, v'_4).
\]

Note that this query is not safe since \( v'_3 \) and \( v'_4 \) are not safe.

If \( f \) is satisfiable by a variable assignment \( \eta \), then we can define an interpretation \( \mathcal{I} \) by \( \Delta^\mathcal{I} := \{ c_1, \ldots, c_n, p_1, \ldots, p_m, true, false \} \) and \( \mathcal{U}^\mathcal{I} := \{ (p, a) \mid \eta(p) = true \} \cup \{ (p, \epsilon) \mid \eta(p) = false \} \).
which can easily be extended by interpreting the other symbols in such a way that we obtain a
model of $(\mathcal{A}_f, \mathcal{T})$. However this interpretation does not satisfy $\phi$.

Conversely, assume that $f$ is unsatisfiable, and let $\mathcal{I}$ be any model of $\mathcal{A}_f$ and $\mathcal{T}$. We consider
the variable assignment $\eta$ defined by $\eta(p) := \text{false}$ if $(p, \varepsilon) \in U^\mathcal{I}$, and $\eta(p) := \text{true}$, otherwise.
Then there must exist a clause $c_i$ such that $(p_1^{(i)}, \varepsilon), (p_2^{(i)}, \varepsilon), (p_3^{(i)}, a^{n_3}), (p_4^{(i)}, a^{n_4}) \in U^\mathcal{I}$ holds
for some natural numbers $n_3 \geq 1$ and $n_4 \geq 1$. But then $\phi$ can be satisfied in $\mathcal{I}$ by mapping $v'_3$ to $a^{n_3-1}$ and $v'_4$ to $a^{n_4-1}$.

Since satisfiability of 2+2-CNF formulas is NP-hard \footnote{We translated the syntax of \cite{38} and applied the construction to Example 5.1.} and neither TBox nor query depend
on the input formula $f$, the CQ entailment problem is co-NP-hard in data complexity. \hfill \Box

## 5 Canonical Models

The usual way to prove rewritability results is via so-called canonical models of the input
knowledge base. Given a KB $\mathcal{K}$, a canonical model $\mathcal{I}_{\mathcal{K}}$ is a model of $\mathcal{K}$ with the property that
\begin{equation*}
\text{ans}(\phi, \mathcal{I}_{\mathcal{K}}) = \text{cert}(\phi, \mathcal{K}) \text{ holds for all CQs } \phi. 
\end{equation*}
Intuitively, the canonical model must be minimal in the sense that it does not contain any structures that are not enforced by the KB. In logics
of the DL-Lite family, such models can usually be constructed by iterative application of the
inclusions in the TBox to the facts of the ABox. For example, if $A(a) \in \mathcal{A}$, then the canonical
model satisfies $a^\mathcal{I} \in A^\mathcal{I}$. But then $\mathcal{A} \subseteq 3R$ would cause a new domain element $e$
to be created and $(a^\mathcal{I}, e)$ to be added to $R^\mathcal{I}$, and so on.

Although the canonical model is usually not finite, it represents a first step in proving rewritability,
by reducing query answering under the open-world assumption (i.e., certain answer semantics)
to the closed-world assumption (i.e., answers over a single interpretation). Unfortunately, such canonical models need not exist in our setting.

**Example 5.1.** Consider the simple example of the KB $\mathcal{K} = \langle \{A(a)\}, \{A \sqsubseteq \exists U . > 0\} \rangle$ over the
concrete domain $D_0$ from Example 2.4. A canonical model $\mathcal{I}_{\mathcal{K}}$ of $\mathcal{K}$ must satisfy $(a^\mathcal{I}, q) \in U^\mathcal{I}$
for some value $q > 0$. However, it is clearly not possible to answer all CQs correctly using a
single such model: For a fixed $q$, the safe Boolean CQ $\phi_q$: $(\langle\rangle \leftarrow \exists v . U(a, v) \land >_{q/2}(v))$
is satisfied in $\mathcal{I}_{\mathcal{K}}$, but not entailed by $\mathcal{K}$.

In \cite{38}, the authors try to solve this problem by selecting $q$ as the “most general” value, which
does not satisfy any $\mathcal{D}$-atoms except those implied by the constraint $>_{q}(q)$. More precisely,
they propose to choose $q > 0$ such that “for any $m$ predicates $\Pi_1, \ldots, \Pi_m$ in $D_0$ such that
$(\bigcup_{i=1}^{m} \Pi_i^{D_0}) \subseteq ^{(>_{q})^{D_0}}$ it holds that $q \notin (\bigcup_{i=1}^{m} \Pi_i^{D_0})$.” \cite{38} page 725 \footnote{We translated the syntax of \cite{38} and applied the construction to Example 5.1.}. For a given choice of $\Pi_1, \ldots, \Pi_m$, such a value $q$ must exist due to (infinitediff). However, it is clear that one cannot find
such a single value $q$ such that all (infinitely many) predicates $>_{q}$ in $D_0$ are avoided; regardless of
the value of $q$, the CQ $\phi_q$ remains a counterexample. This shows that this construction in
the presence of $>_{q}$, $q \in \mathcal{Q}$, contrary to the claim in \cite{38} Example 2].

To overcome this problem, we weaken the requirements on the canonical model by considering
only those CQs that use concrete domain predicates from a fixed, finite set of predicates.
This solves the issue in Example 2.4 since there are infinitely many predicates $>_{q/2}$, $q \in \mathcal{Q}$, and thus
not all CQs $\phi_q$ follow this restriction. For ease of presentation, we assume in the following that
all CQs use only the concrete domain predicates from $\mathcal{T}$. We call such CQs $\mathcal{T}$-restricted. This assumption does not affect our results regarding the data complexity of CQ entailment since
one can add the (constantly many) predicates $\Pi$ occurring in $\phi$ to $\mathcal{T}$ using trivial axioms such as
$\top \sqsubseteq \forall U . \ldots, U.1$, where $U$ is a fresh attribute name. Similarly, we can assume as usual that
all other symbols occurring in $\phi$ also occur in $\mathcal{T}$. However, in practice this restriction affects
the kind of queries a user can ask over a given KB, which is usually fixed in advance.
5.1 Abstract Interpretations and Their Solutions

Another difference of our approach to the construction of the canonical model in [35] is that, due to the interaction between values enabled by n-ary predicates, the value of a concrete domain value cannot be fixed immediately after its introduction. For example, consider the axioms $\top \subseteq \exists U.>0$, $\top \subseteq \exists V.\exists I$, and $\top \subseteq \forall U,V,+$. Applying the first inclusion to a domain element $e \in \Delta^I$ creates an attribute filler: $(e,q) \in U^I$. However, at this point it is not yet clear which value $q$ we should take. Only after all inclusions have been applied to this domain element can we try to find a joint solution of all obtained constraints $>0(q), +q(q')$, and $+4(q,q')$. For this reason, we modify the usual canonical model construction [34, 35] to use abstract interpretations that allow us to treat $q,q'$ as variables instead of fixed values.

**Definition 5.2** (Abstract interpretation). An abstract interpretation $\mathcal{I} = (\Delta^I, \mathcal{I}, (\Gamma_e)_{e \in \Delta^I})$ with the constraint sets $\Gamma_e, e \in \Delta^I$, is defined like an ordinary interpretation, with the exceptions that

- each attribute name $U$ is interpreted by a binary relation $U^I \subseteq \Delta^I \times (\Delta^D \cup N_{CV})$, and
- each $\Gamma_e, e \in \Delta^I$, is a set of $D$-atoms of the form $\Pi(v_1, \ldots, v_m)$, where for each variable among the terms $v_o, 1 \leq o \leq m$, there exists an attribute name $U$ such that $(e,v_o) \in U^I$.

We denote by terms($\mathcal{I}$) the set of all variables and constants occurring in the constraint sets of $\mathcal{I}$, by Var($\mathcal{I}$) the set terms($\mathcal{I}$) $\cap N_{CV}$, and similarly for individual constraint sets. We say that $\mathcal{I}$ implies a $D$-formula $\psi$ if $\psi$ is implied by the union of all constraint sets $\bigcup_{e \in \Delta^I} \Gamma_e$. To check such an implication, we can restrict ourselves to those variables that are connected to $\text{Var}(\psi)$ via some atoms in the constraint sets. The (abstract) canonical model we construct below will have the additional property that no constraint sets share variables, and hence it suffices to consider a finite union of constraint sets.

To work with abstract interpretations, we need to modify those definitions from Sections [3] and [4] that are concerned with $D$:

- The interpretation of attribute restrictions and the satisfaction of attribute range constraints at a domain element $e$ of $\mathcal{I}$ are lifted to variables by replacing the expression "$(d_1, \ldots, d_m) \in \Pi^D$" by "$\mathcal{I}$ implies $\Pi(d_1, \ldots, d_m)$".
- $\mathcal{I}$ satisfies a disjointness constraint $\text{disj}(U_1, U_2)$ for two attribute names $U_1, U_2$ if there are no pairs $(e,v_1) \in U_1^I$ and $(e,v_2) \in U_2^I$ for which $\mathcal{I}$ implies $=(v_1, v_2)$.
- Instead of homomorphisms, we consider (abstract) homomorphisms $\pi$ of a Boolean CQ $\phi$ into $\mathcal{I}$, which are defined similarly as before, with the exception that elements of $N_{CV}(\phi)$ may also be mapped to terms($\mathcal{I}$), and the satisfaction conditions are modified as follows:
  - For every attribute atom $U(x, v) \in \phi$, there must exist a $w \in \text{terms}(\mathcal{I})$ such that $(\pi(x), w) \in U^I$ and $=(w, \pi(v))$ is implied by $\mathcal{I}$.
  - For every value comparison atom $\Pi(v_1, \ldots, v_m) \in \phi$, the atom $\Pi(\pi(v_1), \ldots, \pi(v_m))$ must be implied by $\mathcal{I}$.

All other notions like satisfaction of knowledge bases are defined as for ordinary interpretations, and we use $|=_{a}$ instead of $|=_{a}$ to differentiate the satisfaction entailment relations, and similarly write ans$_{a}$ instead of ans$_{a}$.

The first step in finding an (abstract) canonical model $\mathcal{I}_{K}$ of a KB $K$ is to show that it is actually a model, i.e., that $K$ is consistent. However, it is not enough to show that $\mathcal{I}_{K} |=_{a} K$, since this ignores the satisfiability of the constraint sets in $\mathcal{I}_{K}$.
We construct the abstract canonical model $I_K$ of $\mathcal{K}$ as the limit of a sequence of abstract interpretations $I_K^{(\ell)} = (\Delta I^{(\ell)}, X^{(\ell)}, (\Gamma_e^{(\ell)})_{e \in \Delta I^{(\ell)}}), \ell \geq 0$. The initial interpretation $I_K^{(0)}$ is obtained from $I_K$ for the rest of this paper, let $D$ be a cr-admissible concrete domain and $\mathcal{K} = (A, \mathcal{T})$ be a KB formulated in DL-Lite$_{core}^{(HF)}(D)$. The goal of this section is to find an abstract canonical model $I_K$ of $\mathcal{K}$, which should satisfy the following properties:

- $I_K$ characterizes the consistency of $\mathcal{K}$ in the sense that $\mathcal{K}$ is consistent iff $I_K \models_3 \mathcal{K}$ and $I_K$ has a solution (see Lemma 5.8). Although an arbitrary solution $f$ of $I_K$ need not satisfy $f(I_K) \models \mathcal{K}$, we will construct a canonical solution $f_K$ for which this is the case.

- If $\mathcal{K}$ is consistent, then $I_K$ is a canonical model in the sense that $\text{ans}_2(\phi, I_K) = \text{cert}(\phi, \mathcal{K})$ holds for all safe CQs $\phi$ formulated over the signature of $\mathcal{K}$ (see Lemma 5.9). Although we could also show that the canonical instance $f_K(I_K)$ is a canonical model in the usual sense, it is much easier to prove our correctness results (Lemmas 5.9 and 6.4) by staying at the level of abstract interpretations.

### 5.2 The Abstract Canonical Model

We construct the abstract canonical model $I_K$ of $\mathcal{K}$ as the limit of a sequence of abstract interpretations $I_K^{(\ell)} = (\Delta I^{(\ell)}, X^{(\ell)}, (\Gamma_e^{(\ell)})_{e \in \Delta I^{(\ell)}}), \ell \geq 0$. The initial interpretation $I_K^{(0)}$ is based on the assertions in $A$:

- $\Delta I^{(0)} := N_0(\mathcal{K})$,
- $\alpha^{(0)} := a$ and $\Gamma_a^{(0)} := \emptyset$ for all $a \in N_0(\mathcal{K})$, and
- $X^{(0)} := \{e \mid X(e) \in A\}$ for all $X \in N_C \cup N_R \cup N_A$.

For $\ell \geq 0$, $I_K^{(\ell+1)}$ is obtained from $I_K^{(\ell)}$ by applying one of the following completion rules to an inclusion $X_1 \subseteq X_2 \in \mathcal{T}$ and an element $e \in X_1^{I_K^{(\ell)}} \setminus X_2^{I_K^{(\ell)}}$:

1. **(CR1)** If $X_2 \subseteq N_C \cup N_R \cup N_A$, then $X_2^{I_K^{(\ell+1)}} := X_2^{I_K^{(\ell)}} \cup \{e\}$.
2. **(CR2)** If $X_2 = \exists P$ with $P \in N_R$, we set $\Delta I^{(\ell+1)} := \Delta I^{(\ell)} \cup \{e_P\}$ and $P^{I_K^{(\ell+1)}} := P^{I_K^{(\ell)}} \cup \{(e, e_P)\}$, where $e_P$ is a fresh element.
3. **(CR3)** If $X_2 = \exists P^-$ with $P \in N_R$, set $\Delta I^{(\ell+1)} := \Delta I^{(\ell)} \cup \{e_P^-\}$ and $P^{I_K^{(\ell+1)}} := P^{I_K^{(\ell)}} \cup \{(e_P^-, e)\}$, where $e_P^-$ is a fresh element.
4. **(CR4)** If $X_2 = \exists U_1, \ldots, U_m.$, then for each $i, 1 \leq i \leq m$, we set $U_i^{I_K^{(\ell+1)}} := U_i^{I_K^{(\ell)}} \cup \{(e, v_i)\}$, where $v_i$ is a fresh element of $N_{CV}$, and $\Gamma_e^{(\ell+1)} := \Gamma_e^{(\ell)} \cup \{\Pi(v_1, \ldots, v_m)\}$.
5. **(CR5)** If $X_2 = P^- \land e = (e_1, e_2)$, then we set $P^{I_K^{(\ell+1)}} := P^{I_K^{(\ell)}} \cup \{(e_2, e_1)\}$.

The interpretation of all other symbols under $I_K^{(\ell+1)}$ is the same as under $I_K^{(\ell)}$, and all other sets $\Gamma_e^{(\ell+1)}$ are defined to be $I_K^{(\ell)}$. For attribute range restrictions, we need the following additional completion rule, which is similar to [(CR4)] but only applies if the attribute values already exist:
We now make a case distinction on the type of rule that was applied. Assume now that as usual, the abstract canonical model can be embedded into every model of $K$ in the following sense.

**Lemma 5.4.** Let $J = (\Delta^\mathcal{J}, \vdash^\mathcal{J})$ be a model of $K$. Then there exist a function $f_o: \Delta^\mathcal{I}_K \rightarrow \Delta^\mathcal{J}$ and a solution $f_v$ of $I_K$ such that, for all $A \in \mathbb{N}_C$, $P \in \mathbb{N}_R$, $U \in \mathbb{N}_A$, $a \in \mathbb{N}(\mathcal{K})$, $e, e' \in \Delta^\mathcal{I}_K$, and all object terms $v$, we have

1. $f_o(a) = a^J$;
2. $e \in A^\mathcal{I}_K$ implies $f_o(e) \in A^\mathcal{J}$;
3. $(e, e') \in P^\mathcal{I}_K$ implies $(f_o(e), f_o(e')) \in P^\mathcal{J}$; and
4. $(e, v) \in U^\mathcal{I}_K$ implies $(f_o(e), f_o(v)) \in U^\mathcal{J}$.

**Proof.** We construct $f_o$ and $f_v$ by induction on the construction of $I_K$. We start by setting $f_o(a) := a^J$ for all $a \in \mathbb{N}(\mathcal{K})$ and keeping $f_v$ undefined everywhere. The conditions (E1)–(E4) are satisfied for the initial interpretation $I_K^{(0)}$ and the sets $\Gamma_o^{(0)} = \emptyset$ since $J$ is a model of $\mathcal{A}$.

Assume now that $I_K^{(\ell)}$, $f_o$, and $f_v$ have already been partially constructed such that (E1)–(E4) are satisfied and $f_v$ solves all constraint sets $\Gamma_o^{(\ell)}$. We consider the next application of a completion rule to $I_K^{(\ell)}$. Assume that the rule application was triggered by an inclusion $X_1 \subseteq X_2 \in \mathcal{T}$ and an element $e \in X_1^\mathcal{I}_K \setminus X_2^\mathcal{I}_K$. By the induction hypothesis, we have that the image of $e$ under $f_o$ and $f_v$ belongs to $X_2^\mathcal{J}$; we show this only for the case that $X_1 = \exists U_1, \ldots, U_m \Pi$, and hence $e$ is an element of $\Delta^\mathcal{I}_K$ (the other cases can be handled by similar arguments). In that case, we know that there are terms $v_i$ with $(e, v_i) \in U_i^\mathcal{I}_K, 1 \leq i \leq m$, such that $\Gamma^o(e)$ implies $\Pi(v_1, \ldots, v_m)$. By the induction hypothesis, we know that $(f_o(e), f_v(v_i)) \in U_i^\mathcal{J}$ and that $f_v$ solves all atoms in $\Gamma^o(e)$. By the above implication, it also solves $\Pi(v_1, \ldots, v_m)$, and hence $f_o(e)$ satisfies $\exists U_1, \ldots, U_m \Pi$ in $J$.

We now make a case distinction on the type of rule that was applied.

**Proof.**

1. **(CR1)** Consider the case where $X_2 \in \mathbb{N}_C$, and thus $X_1$ is a basic concept. Since $f_o(e) \in X_1^\mathcal{I}_K$ and $J \models \mathcal{T}$, we have $f_o(e) \in X_2^\mathcal{J}$. This means that adding $e$ to $X_2^\mathcal{I}_K$ does not violate (E2). The cases $X_2 \in \mathbb{N}_R$ and $X_2 \in \mathbb{N}_A$ can be treated similarly.

2. **(CR2)** Since $X_1$ must be a basic concept, we again know that $f_o(e) \in X_1^\mathcal{I}_K \subseteq X_2^\mathcal{J} = (\exists P)^\mathcal{J}$. Hence, there must exist an element $e' \in \Delta^\mathcal{J}$ such that $(f_o(e), e') \in P^\mathcal{J}$. We can thus define $f_o(e_P) := e'$ for the fresh element $e_P$ introduced in the rule, in order to satisfy (E3).

3. **(CR3)** This rule can be treated similarly.

4. **(CR4)** We again have $f_o(e) \in X_1^\mathcal{I}_K \subseteq X_2^\mathcal{J} = (\exists U_1, \ldots, U_m \Pi)^\mathcal{J}$. This implies that there are $d_i$ with $(f_o(e), d_i) \in U_i^\mathcal{J}, 1 \leq i \leq m$, such that $(d_1, \ldots, d_m) \in \Pi^\mathcal{D}$. We define $f_v(v_i) := d_i$ for all the fresh variables $v_i$ introduced by the completion rule, and hence (E4) remains satisfied and $f_v$ also solves the new atom $\Pi(v_1, \ldots, v_m)$ in $I^\mathcal{J}_{(\ell+1)}$. 
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(CR5) We have \((f_0(e_1), f_0(e_2)) \in X_2^\updownarrow \subseteq X_2^\downarrow = (P^-)^\downarrow\), where \(e = (e_1, e_2)\). This implies \((f_0(e_2), f_0(e_1)) \in P^\uparrow\), and thus \((e_2, e_1)\) can be added to \(P^{t_k}_a\) without violating \((E3)\).

(CR6) If this rule was applied to an attribute range constraint \(B \subseteq \forall U_1, \ldots, U_m.\Pi \in \mathcal{T}\), \(e \in \Delta^{t_k}_\mathcal{A}\), and terms \(v_1, \ldots, v_m\), then we know as above that \(f_0(e) \in B^\uparrow\). By the induction hypothesis, we also have \((f_0(v_i), f_0(v_i)) \in U_i^\updownarrow, 1 \leq i \leq m\). Since \(J \models \mathcal{T}\), we obtain \((f_\nu(v_1), \ldots, f_\nu(v_m)) \in \Pi^\uparrow\). Hence, the new atom \(\Pi(v_1, \ldots, v_m)\) is satisfied by \(f_\nu\).

5.3 ABox Completion

For our combined rewriting, we also consider a variant of the above construction where the completion rules are only applied to the individual names \(N_\mathcal{I}(\mathcal{K})\) occurring in the input ABox. More precisely, the variable \(e\) in the definition of \((CR1),(CR6)\) must either be an element of \(N_\mathcal{I}(\mathcal{K})\), or be of the form \((a, e')\) or \((e', a)\) with \(a \in N_\mathcal{I}(\mathcal{K})\). In this way, we first obtain the ABox completion \(\mathcal{T}_\mathcal{A} = (\Delta^{t_k}_\mathcal{A}, \mathcal{F}_\mathcal{A}, (\Pi(e))_e \in \Delta^{t_k}_\mathcal{A})\), which may contain fresh role successors for individual names, but they are only used as placeholders and are not further expanded. Most importantly, the interpretation of all basic concepts on \(N_\mathcal{I}(\mathcal{K})\) under \(\mathcal{T}_\mathcal{A}\) coincides with the one under \(\mathcal{T}_\mathcal{K}\).

Lemma 5.5. For every basic concept \(B\) and \(a \in N_\mathcal{I}(\mathcal{K})\), we have \(a \in B^{t_k}\) iff \(a \in B^{t_\mathcal{K}}\).

Proof. Since we block some of the applications of completion rules, \(\mathcal{T}_\mathcal{A}\) is a subinterpretation of \(\mathcal{T}_\mathcal{K}\). Hence, it suffices to show that \(a \in B^{t_k}\) implies \(a \in B^{t_\mathcal{K}}\). Assume that this does not hold, and let \(\ell \geq 0\) be the minimal index for which there exist a basic concept \(B\) and \(a \in N_\mathcal{I}(\mathcal{K})\) with \(a \in B^{t_\mathcal{K}}\), but not \(a \in B^{t_\mathcal{K}}\). Thus, \(\mathcal{T}_\mathcal{K}^{(t_\mathcal{K} - 1)}\) agrees with \(\mathcal{T}_\mathcal{A}\) on the interpretation of basic concepts at named individuals, and the application of the completion rule used to obtain \(\mathcal{T}_\mathcal{K}^{(t_\mathcal{K})}\) from \(\mathcal{T}_\mathcal{K}^{(t_\mathcal{K} - 1)}\) is disallowed in the construction of \(\mathcal{T}_\mathcal{A}\). We consider the type of this completion rule.

(CR1) Consider a concept inclusion \(B_2 \subseteq A \in \mathcal{T}\), where \(A \in N_\mathcal{C}\). This inclusion must have been applied directly to \(a\) since the interpretation of concept names at different individuals would not affect the interpretation of basic concepts at \(a\). Moreover, we must have \(A = B\) since no other basic concept can be affected by this rule. Since \(a \in B^{t_\mathcal{K}}\), we also have \(a \in B^{t_\mathcal{K}}\). Hence, the completion rule is also applicable in the construction of \(\mathcal{T}_\mathcal{A}\), which means that \(a \in B^{t_\mathcal{K}}\), contradicting the assumption. In the case that \(R \subseteq S \in \mathcal{T}\) was applied to a pair \((e, e')\), we know that \(B = \exists S\) and \(e = a\), or \(B = \exists S\) and \(e' = a\). Hence, we know that \(a \in (\exists S)^{t_\mathcal{K}}\) or \(a \in (\exists S)^{t_\mathcal{K}}\), respectively. This means that the completion rule was also applicable in the construction of \(\mathcal{T}_\mathcal{A}\), and we obtain \(a \in B^{t_\mathcal{K}}\) in either case, again yielding a contradiction.

The case of attribute names can be handled in the same way.

(CR2) For an inclusion \(B_2 \subseteq \exists P \in \mathcal{T}\), we again know that it must have been applied directly to \(a\) since the rule introduces a fresh domain element. Hence, we can apply the same arguments as above to obtain a contradiction.

(CR3) This case can be handled by similar arguments.

(CR4) For an inclusion \(B_2 \subseteq \exists U_1, \ldots, U_m.\Pi\), we again know that the rule must have been applied directly to \(a\) since it affects only the attributes and constraints at a single domain element. Moreover, we have \(a \in B^{t_\mathcal{K}}\), i.e., the rule is also applicable in the construction of \(\mathcal{T}_\mathcal{A}\), and \(B\) must be of the form \(\exists U_1, \ldots, U_m.\Pi'\) such that an atom of the form \(\Pi'(e_1', \ldots, e_k')\) is implied by \(\Pi_a^{(t_\mathcal{K})}\). However, for each term \(v\) in \(\Pi_a^{(t_\mathcal{K})}\), there is an attribute name \(U\) such that \((a, v) \in U^{t_\mathcal{K}}\) and we know that \(\Pi_a^{(t_\mathcal{K})}\) must also contain...
To identify the set of all these atoms, we first build a set of constraints. To construct a canonical solution, we consider the maximal constraint sets: 

$$\Delta \Gamma \ni e$$

This rule can also only affect basic concepts of the form 

$$\exists a$$

since otherwise we can similarly find an attribute restriction on which $$\Gamma_a$$ disagree. Since $$I_{Aa}$$ also contains (or implies) an atom of the form $$\Pi(v_1, \ldots, v_m)$$, we know that $$\Gamma_{a(\ast)}$$ implies $$\Gamma_a$$ (modulo a substitution), and hence $$B = \exists U_1, \ldots, U_k \Pi'$$ is satisfied by $$a$$ in $$I_{Aa}$$, which is a contradiction.

**(CR5)** This rule can be handled similarly to **(CR1)**

**(CR6)** This rule can also only affect basic concepts of the form $$B = \exists U_1', \ldots, U_k' \Pi'$$, and can be handled by the same arguments as for **(CR4)**

Since $$I_{Aa}$$ is a subinterpretation of $$I_K$$, the abstract canonical model can equivalently be constructed starting from $$I_{Aa}$$ instead of $$I_{K(0)}$$, and we will sometimes assume that it was actually constructed in this alternative way. This representation separates the influence of the ABox from the remainder of the canonical model, which is helpful for deriving our combined rewriting in Section 6. Via instantiation with the canonical solution described in the next section, the ABox completion $$I_{Aa}$$ will be used to obtain a finite interpretation $$I(K)$$ that can be used to evaluate the rewritten query (cf. Definition 12).

### 5.4 A Canonical Solution

To construct a canonical solution $$f_K$$ of $$I_K$$, we first need to identify critical inferences that should be preserved by this variable assignment. For example, consider the case that $$I_K$$ contains two attribute fillers of $$e$$, say $$(e, u) \in U$$ and $$(e, v) \in V$$, and $$\mathcal{T}$$ contains the constraint $$\text{disj}(\exists U, V, =, \exists U, V, =)$$, stating that $$U$$- and $$V$$-values should never be equal. Clearly, although $$I_K$$ may satisfy this constraint, i.e., $$\Gamma_e$$ does not imply $$= (u, v)$$, this does not have to be the case in all solutions of $$I_K$$, unless the values of $$u$$ and $$v$$ are forced to be different by some constraints in $$\Gamma_e$$. However, since the canonical instance $$f_K(I_K)$$ should satisfy $$\mathcal{T}$$ whenever possible, in the construction of $$f_K$$ we have to make sure that certain atoms like $$= (u, v)$$ are not satisfied unnecessarily, i.e., unless they are implied by the constraints.

To identify the set of all these atoms, we first build a set $$\mathcal{R}$$ of relevant concrete domain predicates. It will contain all predicates occurring in $$\mathcal{T}$$, e.g., $$=$$ in the above example, and additional predicates of the form $$= d$$ that may become relevant for the canonical solution. For an object $$\mathcal{X}$$ (a knowledge base or a constraint set), we first define the set $$\mathcal{R}_\mathcal{X}$$ of all relevant concrete domain predicates in $$\mathcal{X}$$ as

$$\mathcal{R}_\mathcal{X} := \{ \Pi \mid \Pi \text{ occurs in } \mathcal{X} \} \cup \{ = d \mid d \in \Delta^D(\mathcal{X}) \}.$$  

In addition to the predicates in $$\mathcal{R}_\mathcal{X}$$, we also have to consider constants that can be implied by the constraint sets $$\Gamma_{\ast}$$, which are combinations of atoms using predicates from $$\mathcal{R}_\mathcal{X}$$. Due to the completion rules, the maximal number of terms in such constraint sets $$\Gamma_{\ast}$$ is bounded by the number of constants in $$\Delta^D(\mathcal{K})$$ and the number of occurrences of attribute names in attribute restrictions on the right-hand side of inclusions in $$\mathcal{T}$$. More precisely, we consider the maximal number

$$n_{\mathcal{T}} := \sum_{b \subseteq \exists U_1, \ldots, U_m. \Pi \in \mathcal{T}} m$$

of variables that can occur in such a constraint set, and derive the following set of all possible constraint sets:

$$\Gamma_\mathcal{X} := \{ \Gamma \mid \Gamma \text{ is satisfiable, } |\text{Var}(\Gamma)| \leq n_{\mathcal{T}}, \mathcal{R}_{\Gamma} \subseteq \mathcal{R}_\mathcal{X}, \Delta^D(\Gamma) \subseteq \Delta^D(\mathcal{X}) \}.$$
If $\mathcal{X}$ is finite and we consider $\Gamma_X$ modulo the renaming of variables, then there can only be finitely many such combinations $\Gamma$. By construction of $\mathcal{I}_\mathcal{K}$, each constraint set $\Gamma_e$ of the abstract canonical model of a consistent $\mathcal{K}$ is an element of $\Gamma_{\mathcal{K}}$ since it is satisfiable by Lemma 5.4. Furthermore, $\Gamma_e$ belongs to $\Gamma_T$ whenever $e \notin \mathbb{N}_1$.

By the above observations, also the set

$$\mathfrak{R}_{\mathcal{X},1} := \{ =_d \mid =_d(v) \text{ is implied by } \Gamma \in \Gamma_X \}$$

is finite since each constraint set can imply at most one atom $=_d(v)$ for each variable $v$. We further consider the finitely many predicates in

$$\mathfrak{R}_{\mathcal{X},2} := \{ =_d \mid =_d(v) \text{ is implied by } \Gamma \in \Gamma_X[\mathfrak{R}_{\mathcal{X},1}] \},$$

where $\Gamma_X[\mathfrak{R}_{\mathcal{X},1}]$ is defined as $\Gamma_X$ above, but additionally allows to use the predicates in $\mathfrak{R}_{\mathcal{X},1}$. Hence, it holds that $\mathfrak{R}_{\mathcal{X},1} \subseteq \mathfrak{R}_{\mathcal{X},2}$.

Note that $\mathfrak{R}_{\mathcal{X},2}$ computable since $D$ is polynomial and constructive: given a (connected subset of) $\Gamma \in \Gamma_X[\mathfrak{R}_{\mathcal{X},1}]$, we can compute a solution $f$ of $\Gamma$, and then check whether $\Gamma$ implies one of the atoms $=_{f(v)}(v)$. Finally, we define $\mathfrak{R} := \mathfrak{R}_{\mathcal{K}} \cup \mathfrak{R}_{\mathcal{X},2} \cup \{ = \}$. The predicates in this set are sufficient to find the canonical solution we are looking for.

In the following, we assume that $\Delta^{\mathcal{K}} = \mathbb{N}$, and hence we have a natural enumeration $\Gamma_1, \Gamma_2, \ldots$ of the constraint sets that we want to solve. We iteratively build a partial mapping $f^{(j)}_\mathcal{K} : \text{Var}(\mathcal{K}) \to \Delta^D$, $j \geq 0$, which specifies how to replace the variables in $\Gamma_1, \ldots, \Gamma_j$ by actual values. Initially, $f^{(0)}_\mathcal{K}$ is undefined everywhere. We now assume that we have already constructed a partial mapping $f^{(j)}_\mathcal{K}$, $j \geq 0$, and try to find a valuation for the variables in the next constraint set $\Gamma_{j+1}$. For this purpose, we construct the following sets of positive and negative constraints, respectively:

$$\text{Pos}_{j+1} := \Gamma_{j+1} \cup \{ =_d(v) \mid v \in \mathcal{N}_\text{CV}, f^{(j)}_\mathcal{K}(v) = d \},$$
$$\text{Neg}_{j+1} := \{ \Pi(v_1, \ldots, v_m) \mid \Pi \in \mathfrak{R}, v_1, \ldots, v_m \in \text{terms}(\Gamma_{j+1}) \cup \Delta^D(\mathcal{K}) \cup f^{(j)}_\mathcal{K}(\mathcal{N}_\text{CV}) \}.$$

Intuitively, the solution $f^{(j+1)}_\mathcal{K}$ we are looking for should satisfy $\Gamma_{j+1}$ and agree with $f^{(j)}_\mathcal{K}$ on the variables of the previous constraint sets, but it should not satisfy any atoms formulated over $\mathfrak{R}$ and the relevant terms from $\mathcal{I}_\mathcal{K}$.

Now we can try to solve the positive constraints while respecting the negative constraints as far as possible. We construct the restricted set

$$\text{Neg}_{j+1}^- := \{ \Pi(v_1, \ldots, v_m) \in \text{Neg}_{j+1} \mid \text{Pos}_{j+1} \text{ does not imply } \Pi(v_1, \ldots, v_m) \}$$

of all negative constraint atoms that are not already implied by the positive constraints. Both $\text{Pos}_{j+1}$ and $\text{Neg}_{j+1}^-$ are finite since $\Gamma_{j+1}$ is finite and only finitely many values of $f^{(j)}_\mathcal{K}$ have already been defined. We now consider the set

$$\text{sol}_{j+1} := \text{sol}(\bigwedge \text{Pos}_{j+1}) \setminus \text{sol}(\bigvee \text{Neg}_{j+1}^-).$$

Due to (induediff), there are only three options for the cardinality of this set of solutions:

- If $|\text{sol}_{j+1}| = 1$, then we have no choice but to replace the variables of $\Gamma_{j+1}$ according to the single variable assignment $f \in \text{sol}_{j+1}$, i.e., we set $f^{(j+1)}_\mathcal{K}(v) := f(v)$ for all $v \in \text{Var}(\text{Pos}_{j+1})$. Note that any variable $v$ that already had a value under $f^{(j)}_\mathcal{K}$ is restricted by the atom $=_d(v)$ in $\text{Pos}_{j+1}$ with $d = f^{(j)}_\mathcal{K}(v)$, and hence we have $f^{(j+1)}_\mathcal{K}(v) = f^{(j)}_\mathcal{K}(v)$.

- If $|\text{sol}_{j+1}| > 1$, then $\text{Pos}_{j+1}$ must already be unsatisfiable, and hence $\mathcal{K}$ is inconsistent. In this case, we choose arbitrary concrete domain elements to replace the variables.
• Otherwise, \( \text{sol}_{j+1} \) must contain infinitely many elements. We choose one such variable assignment and obtain \( f^{(j+1)}_K \) as in the first case.

The variable assignment resulting from this infinite construction is denoted by \( f_K \). This construction ensures that all necessary concrete domain restrictions are satisfied and that no unnecessary ones from \( \mathcal{R} \) are satisfied. For instance, no value assigned by \( f^{(j)}_K \) will be reused by \( f^{(j+1)}_K \), unless this is enforced by the atoms in \( \Gamma_{j+1} \).

We first show that this construction is not too restrictive, i.e., if \( \mathcal{I}_K \) has any solution at all, then \( f_K \) is also a valid solution of \( \mathcal{I}_K \).

**Lemma 5.6.** If there is a solution of \( \mathcal{I}_K \), then all sets \( \text{sol}_j \) considered for the construction of \( f_K \) are non-empty, and hence \( f_K \) is also a solution of \( \mathcal{I}_K \).

**Proof.** Let \( f \) be a solution of \( \mathcal{I}_K \). We show the claim by induction on the construction of \( f^{(j)}_K \), \( j \geq 0 \). Assume that it holds for some \( j \geq 0 \), and consider \( f^{(j+1)}_K \). Since different constraint sets do not share variables and \( f \) solves \( \Gamma_j \), we can construct a solution \( f' \) of \( \mathcal{I}_{j+1} \) by setting \( f'(v) := f^{(j)}_K(v) \) for all variables \( v \) for which \( f^{(j)}_K(v) \) is defined, and \( f'(v) := f(v) \) for all \( v \in \text{Var}(\Gamma_{j+1}) \). Since we excluded in \( \text{Neg}_{j+1} \) all atoms from \( \text{Neg}_{j+1} \) that are implied by \( \text{Pos}_{j+1} \), by \((\text{infinitediff})\) we know that \( \text{sol}_{j+1} \) cannot be empty: if there is only the one solution \( f' \), then it cannot be contained in \( \text{sol}_v(\bigvee \text{Neg}_{j+1}^-) \), and if there is more than one solution of \( \text{Pos}_{j+1} \), there must even be infinitely many that are not also solutions of \( \bigvee \text{Neg}_{j+1}^- \). □

We need another technical result that allows us to replace \( \text{Pos}_j \) by the constraint sets \( \Gamma_1, \ldots, \Gamma_j \) in some circumstances. This result crucially depends on the functionality of \( \mathcal{D} \).

**Lemma 5.7.** Assume that there is a solution of \( \mathcal{I}_K \) and let \( v_1, \ldots, v_m \in \text{terms}(\mathcal{I}_K) \) and \( \Pi \in \mathcal{R}_T \). If \( \Pi(v_1, \ldots, v_m) \) is satisfied by \( f^{(j)}_K \), \( j \geq 0 \), then this atom is implied by \( \Gamma_1 \cup \cdots \cup \Gamma_j \).

**Proof.** From the assumptions it immediately follows that the atom is contained in \( \text{Neg}_j \), and thus implied by \( \text{Pos}_j \). We now show the claim by induction on \( j \). If \( j = 0 \), we know that \( v_1, \ldots, v_m \) must be constants occurring in \( A \), and hence the claim is trivial. Let now \( j > 0 \). If the atom does not contain any variables from \( \Gamma_j \), then it is also contained in \( \text{Neg}_{j-1} \), and the claim follows by the induction hypothesis. If this atom contains only variables from \( \Gamma_j \), then it is also implied by \( \Gamma_j \), which again yields the claim.

It remains to consider the case that \( \Pi(v_1, \ldots, v_m) \) contains both variables from \( \Gamma_j \) as well as variables from some constraint sets that were considered earlier in the construction. Let \( d_i := f^{(j)}_K(v_i), 1 \leq i \leq m \), and \( v_{j_1}, \ldots, v_{j_k} \) be the variables among \( v_1, \ldots, v_m \) that do not occur in \( \Gamma_j \). Then \( \Gamma_j \land \bigwedge_{k=1}^{m} = d_i(v_{j_k}) \) implies \( \Pi(v_1, \ldots, v_m) \land \bigwedge_{k=1}^{m} = d_i(v_{j_k}) \). By the functionality of \( \mathcal{D} \) and Lemma 5.6, we know that the former conjunction has exactly one solution for the variables \( v_1, \ldots, v_m \), and hence it implies at least one atom of the form \( =d_i(v_{j_k}), 1 \leq k \leq m, \) where \( v_{j_k} \in \text{Var}(\Gamma_j) \). But this atom must already be implied by \( \Gamma_j \) since this set does not share variables with the other constraint sets. Since \( \Gamma_j \in \Gamma_K \), we obtain that \( =d_i \in \mathcal{R}_{K,1} \).

Consider now the conjunction \( \Pi(v_1, \ldots, v_m) \land =d_i(v_{j_k}) \). Functionality of \( \mathcal{D} \) implies that the only solution of this formula maps each \( \Pi(v_{j_k}) \) to \( d_{j_k}, 1 \leq k \leq n \), and hence we have \( =d_{j_k} \in \mathcal{R}_{K,2} \) for all \( k, 1 \leq k \leq n \). But then each atom \( =d_{j_k}(v_{j_k}), 1 \leq k \leq n \), must be implied by some \( \Gamma_{j'}, j' < j \), that contains the variable \( v_{j_k} \), due to the construction of \( \text{Neg}_{j'} \). This shows that \( \Gamma_1 \cup \cdots \cup \Gamma_j \) implies \( \Pi(v_1, \ldots, v_m) \land \bigwedge_{k=1}^{m} =d_{j_k}(v_{j_k}) \), which in turn implies \( \Pi(v_1, \ldots, v_m) \), as required. □

### 5.5 The Abstract Canonical Model is Canonical

We now show the claimed properties of \( \mathcal{I}_K \), starting with a characterization of consistency of \( K \).
Lemma 5.8. $K$ is consistent iff $I_K \models \mathcal{A}$ and $I_K$ has a solution.

Proof. For the “only if”-direction, let $\mathcal{J}$ be a model of $K$, and $f_K$ be the corresponding solution of $I_K$ that exists by Lemma 5.4. $I_K$ clearly satisfies the ABox of $K$ due to the construction of $I_K^{(0)}$. Furthermore, all inclusions and attribute range constraints are satisfied due to the completion rules.

Assume now that $I_K$ violates a functionality constraint $\text{func}(R) \in \mathcal{T}$. Then, either (i) $I_K^{(0)}$ already violates the constraint, or (ii) this violation is the direct result of an application of a completion rule to some $I_K^{(\ell)}$, $\ell \geq 0$. In case (i), there must be $a_1, a_2, a_3 \in \mathbb{N}$ such that $a_2 \neq a_3$ and $(a_1, a_2), (a_1, a_3) \in R^{\mathcal{K}} \subseteq R^{\mathcal{K}}$. By Lemma 5.4 and the UNA, $\mathcal{J}$ must violate $\text{func}(R)$, which contradicts our assumption that it is a model of $K$. Case (ii) cannot be caused by $\text{CR1}$ or $\text{CR3}$ since these rules cannot modify the interpretation of a functional role (recall that such roles are not allowed to occur on the right-hand side of an inclusion). Furthermore $\text{CR4}$ and $\text{CR6}$ do not affect the interpretation of roles. But for any of the remaining two rules this would mean that the element $e$ that triggered the rule was already present in $\exists R^{\mathcal{K}}$ before the application of the rule, which contradicts the fact that these completion rules only add new elements if the existential restriction was not already satisfied.

Suppose now that $I_K$ violates a concept (or role) disjointness constraint $\text{disj}(X_1, X_2)$ in $\mathcal{T}$, i.e., there is an element of $\Delta^{\mathcal{K}}$ (or $\Delta^{\mathcal{K}} \times \Delta^{\mathcal{K}}$) that is contained in $X_1^{\mathcal{K}} \cap X_2^{\mathcal{K}}$. By Lemma 5.4, $\mathcal{J}$ must violate the constraint, which again yields a contradiction. Finally, consider an attribute disjointness constraint $\text{disj}(U_1, U_2) \in T$ and assume that $(e, v_1) \in U_1^{\mathcal{K}}$, $(e, v_2) \in U_2^{\mathcal{K}}$, and $=(v_1, v_2)$ is implied by $\Gamma_e$. Since $f_K$ satisfies $\Gamma_e$, the pair $e, d$ with $d := f_K(v_1) = f_K(v_2)$ must belong to the interpretation of both $U_1$ and $U_2$ under $\mathcal{J}$, which contradicts the fact that $\mathcal{J}$ satisfies the disjointness constraint.

For the “if”-direction, assume that $I_K$ has a solution and $I_K \models \mathcal{A}$. By Lemma 5.6, $f_K$ is a solution of $I_K$, and we now show that $f_K(I_K)$ is a model of $K$. It is easy to see $f_K(I_K)$ satisfies the ABox $\mathcal{A}$ due to the construction of $I_K^{(0)}$, which does not contain any variables and is a subinterpretation of $I_K$. Furthermore, inclusions and disjointness constraints over roles and functionality constraints are obviously not affected by the solution.

We now show that we have $B^{\mathcal{K}} = Bf_K(I_K)$ for all basic concepts $B$ occurring in $\mathcal{T}$. The claim for concept names and existential restrictions is immediate from the fact that they do not involve the concrete domain. Consider now an attribute restriction $\exists U_1, \ldots, U_m \Pi, e \in \Delta^{\mathcal{K}}$, and $(e, d) \in U_1^{\mathcal{K}}, \ldots, U_m^{\mathcal{K}}$, $1 \leq i \leq m$, such that $(d_1, \ldots, d_m) \in \Pi^{\mathcal{A}}$. By construction, there are terms $v_i$ with $(e, v_i) \in U_1^{\mathcal{K}}$ and $f_K(v_i) = d_i, 1 \leq i \leq m$. Since $\Pi \in \mathcal{R}_K$ and $f_K$ satisfies $\Pi(v_1, \ldots, v_m)$, this atom must be implied by the set $\mathcal{P}_{\mathcal{K}}$. Since $v_1, \ldots, v_m$ only contains variables from $\Gamma_e$, the atom $\Pi(v_1, \ldots, v_m)$ is already implied by $\Gamma_e$. This shows that $e \in (\exists U_1, \ldots, U_m \Pi)^{\mathcal{K}}$. Conversely, assume that this holds due to some terms $v_1, \ldots, v_m$ occurring in $\Gamma_e$. Then we have $(f_K(v_1), \ldots, f_K(v_m)) \in \Pi^{\mathcal{A}}$ since $f_K$ satisfies $\Gamma_e$, which proves the other direction of the inclusion.

Since the behavior of the basic concepts is not changed by the solution $f_K$, we can immediately infer that all inclusions and disjointness constraints on concepts remain satisfied in $f_K(I_K)$.

Consider now an attribute inclusion $U_1 \subseteq U_2 \in \mathcal{T}$. Since every pair $(e, v) \in U_2^{\mathcal{K}}$ is contained in $U_2^{\mathcal{K}}$, we obtain the same relation after instantiation. For an attribute disjointness constraint $\text{disj}(U_1, U_2) \in \mathcal{T}$, assume that there is a pair $(e, d) \in U_1^{f_K(I_K)} \cap U_2^{f_K(I_K)}$. By construction, there must be terms $v_1, v_2$ such that $(e, v_1) \in U_1^{f_K(I_K)}$, $(e, v_2) \in U_2^{f_K(I_K)}$, and $f_K(v_1) = f_K(v_2) = d$. Since the atom $=(v_1, v_2)$ is contained in $\mathcal{N}_{\mathcal{K}}$, it must be implied by $\mathcal{P}_{\mathcal{K}}$, and hence by $\Gamma_e$. This contradicts our assumption that $I_K$ satisfies $\mathcal{T}$. Finally, for an attribute range constraint $B \subseteq \forall U_1, \ldots, U_m \Pi \in \mathcal{T}$, consider any $e \in B^{f_K(I_K)} = B^{\mathcal{K}}$ and $(e, d_i) \in U_i^{f_K(I_K)}$, $1 \leq i \leq m$, which means that there are terms $v_i$ with $(e, v_i) \in U_i^{f_K(I_K)}$ and $f_K(v_i) = d_i, 1 \leq i \leq m$. Since
\(I_K\) satisfies \(T\), we know that \(\Gamma_e\) implies \(\Pi(v_1, \ldots, v_m)\). Since \(f_K\) satisfies this set, we obtain \((d_1, \ldots, d_m) \in \Pi^D\), as required.

It remains to show that \(I_K\) yields the same answers as \(K\) when evaluating safe CQs.

**Lemma 5.9.** Let \(\phi\) be a safe CQ over the signature of \(K\). If \(K\) is consistent, then we have \(\text{cert}(\phi, K) = \text{ans}_a(\phi, I_K)\).

**Proof.** By the definition of certain answers, it suffices to verify that, for every safe and Boolean CQ \(\phi\), it holds that \(K \models \phi\) iff \(I_K \models \phi\).

For the “if”-direction, let \(\pi: \text{terms}(\phi) \rightarrow \Delta^\mathcal{I}_K \cup \Delta^\mathcal{D} \cup \text{Var}(I_K)\) be a homomorphism of \(\phi\) into \(I_K\), and \(J = (\Delta^\phi, \Delta^\pi)\) be a model of \(K\). By Lemma 5.5, there are two functions \(f_\pi: \Delta^\mathcal{I}_K \rightarrow \Delta^\phi\) and \(f_v: \text{Var}(I_K) \rightarrow \Delta^\mathcal{D}\) that embed \(I_K\) into \(J\). We now define the function \(\pi': \text{terms}(\phi) \rightarrow \Delta^\phi \cup \Delta^\pi\) by setting \(\pi'(x) := f_\pi(x)\) for all object terms \(x\), and \(\pi'(v) := f_v(v)\) for all value terms \(v\).

It is straightforward to check that all object variables are mapped into \(\Delta^\phi\), all concrete domain variables are mapped into \(\Delta^\mathcal{D}\), each \(a \in N_\phi\) is mapped to \(a^\mathcal{D}\), and all elements of \(\Delta^\mathcal{D}\) are mapped to themselves.

We now verify that \(\pi'\) is indeed a homomorphism of \(\phi\) into \(J\). For any concept atom \(A(x) \in \phi\), we have \(\pi(x) \in A^\mathcal{I}_K\) by assumption, and hence \(\pi'(x) \in A^\phi\) by (E2). Similar arguments apply for role atoms, attribute atoms, and object equality atoms. Finally, consider a value comparison atom \(\Pi(v_1, \ldots, v_m) \in \phi\), where \(\Pi\) is an \(m\)-ary predicate of \(D\). Since a finite union of constraint sets \(\Gamma_e\) implies \(\Pi(\pi(v_1), \ldots, \pi(v_m))\), and \(f_\pi\) solves all these sets, we know that \((\pi(v_1), \ldots, \pi(v_m)) = (f_\pi(\pi(v_1)), \ldots, f_\pi(\pi(v_m))) \in \Pi^D\), as required.

For the “only if”-direction, assume that \(K\) is consistent and \(K \models \phi\). By the proof of Lemma 5.8 we know that \(f_\pi\) is a solution of \(I_K\) and \(f_\pi(I_K) \models \phi\), and hence \(f_\pi(I_K) \models \phi\). Let \(\pi\) be a homomorphism of \(\phi\) into \(f_\pi(I_K)\). We define a homomorphism \(\pi'\) of \(\phi\) into the abstract model \(I_K\) by setting \(\pi'(x) := \pi(x)\) for all object terms and concrete domain values in \(\phi\). Since \(\phi\) is safe, each of the remaining terms \(v \in N_\phi\) must satisfy case [a] or [b] of Definition 4.3. In case [a], \(v\) occurs in at least one attribute atom \(U(x, v) \in \phi\), and thus there exists a term \(v' \in \text{terms}(\Gamma_{\pi'(v)})\) such that \((\pi(x), v') \in U^\mathcal{I}_K\) and \(\pi(v) = f_\pi(v')\), and we define \(\pi'(v) := v'\). Otherwise, case [b] applies, which means that an atom of the form \(=_{d}\) occurs in \(\phi\). Since \(\pi\) solves this atom, we must have \(\pi(v) = d \in \Delta^\mathcal{D}\), and we set \(\pi'(v) := d\).

This mapping obviously satisfies all concept, role, and object equality atoms in \(\phi\). For an attribute atom \(U(x, v) \in \phi\) that is satisfied by \(\pi\) in \(f_\pi(I_K)\), consider first the case that \(\phi\) is a constant. Then we know that \((\pi(x), v) \in U^\mathcal{I}_K\). If this tuple also occurs in \(U^\mathcal{I}_K\), then we are done. Otherwise, there must be a variable \(w\) such that \((\pi(x), w) \in U^\mathcal{I}_K\) and \(f_\pi(w) = v\). Since \(\pi\) is \(\pi\) in \(\text{ans}(\phi, I_K)\), by Lemma 5.7 the atom \(=(v, w)\) is implied by \(I_K\). Hence, the atom \(U(x, v) \in \phi\) is also satisfied under \(\pi'\) in the abstract interpretation \(I_K\). If \(\phi\) is a (nondistinguished) variable, then we know that case [a] from above applies due to the atom \(U(x, v) \in \phi\). Let \(U'(x', v')\) be the attribute atom that was chosen to define \(\pi'(v')\), i.e., we have \((\pi(x'), v') \in U'^\mathcal{I}_K\), \(\pi(v) = f_\pi(w')\), and \(\pi'(v) = w'\). Similarly, we know that there exists a term \(w\) such that \((\pi(x), w) \in U'^\mathcal{I}_K\) and \(\pi(v) = f_\pi(w)\). This means that \(f_\pi(w) = f_\pi(w')\), and hence by Lemma 5.7 the atom \(=(w, w)\) is implied by \(I_K\). Since \(\pi'(v) = w'\), the mapping \(\pi'\) satisfies the attribute atom \(U(x, v) \in \phi\).

Finally, consider any \(\Pi(v_1, \ldots, v_m) \in \phi\). For every variable \(v_i\), \(1 \leq i \leq m\), to which case [a] applies, there is an attribute atom \(U_i(x_i, v_i)\) and a term \(v_i' \in \text{terms}(\Gamma_{\pi(x_i)})\) as chosen above. If case [b] applies or \(v_i\) is a constant, then \(\pi(v_i) = \pi'(v_i)\) is a constant, and we set \(v_i' := \pi'(v_i)\).

We thus have \((f_\pi(v_1'), \ldots, f_\pi(v_m')) = (\pi(v_1), \ldots, \pi(v_m)) \in \Pi^D\) and \(\pi'(v_i) = v_i'\), \(1 \leq i \leq m\).

By Lemma 5.7, we obtain that \(\Pi(v_1', \ldots, v_m')\) is implied by \(I_K\), which shows that \(\pi'\) satisfies \(\Pi(v_1, \ldots, v_m)\).
6 Rewriting CQs with Built-in Predicates

To obtain a combined rewriting, we extend the approach from [10, 34]. The idea is to construct the rewriting $\Phi_T$ of the initial CQ $\phi$ w.r.t. the TBox $T$ by iterative application of several operators (called reduce, split, infer$_T$, and infer$_D$). Variants of the two basic operators reduce and infer$_T$ have first been used in [10, 34]. The former tries to unify redundant atoms in CQs, while the latter applies the TBox inclusions as rewrite rules. Intuitively, $A \sqsubseteq B \in T$ means that any certain answer to $A(x)$ is also a certain answer to $B(x)$, and hence $A(x)$ should be included in the rewriting of $B(x)$. We need to extend infer$_T$ to deal also with attribute range restrictions, which behave similarly to inclusions. A special case of this extension for unary concrete domains can be found in [38].

To deal with concrete domain predicates of higher arity, we introduce two new operators. The operator split allows to “split” two occurrences of a concrete domain variable into separate variables, as long as they are both restricted to the same value by a predicate of the form $=$. The operator infer$_D$ behaves like infer$_T$, but takes care of implications in the concrete domain instead of the abstract domain.

6.1 The Basic Operators

Formally, $\Phi_T$ is the result of iteratively applying

$$\text{step}(\Phi) := \Phi \cup \text{reduce}(\Phi) \cup \text{split}(\Phi) \cup \text{infer}_T(\Phi) \cup \text{infer}_D(\Phi)$$

to the initial set $\{\phi\}$, until we reach a fixed-point. In such sets of CQs, we regard CQs as equal if they are equivalent modulo a renaming of the non-distinguished variables. We first define the two operators reduce and split.

A substitution w.r.t. an CQ $\phi$ is a function $\sigma: N_V(\phi) \rightarrow \text{terms}(\phi)$ with the property that all variables are mapped to terms of the corresponding type, e.g., elements of $N_V$ are mapped to $N_I \cup N_O V$. Such a substitution allows us to unify any variable of $\phi$ with any (compatible) term occurring in $\phi$. We denote by subst($\phi$) the set of all such substitutions, and by $\sigma(\phi)$ the CQ that is obtained from $\phi$ by replacing all variables according to $\sigma$ and subsequently removing duplicate atoms. We now define

$$\text{reduce}(\Phi) := \{\sigma(\phi) \mid \phi \in \Phi, \sigma \in \text{subst}(\phi)\}.$$ 

Analogously, we define the operator split, which can separate multiple occurrences of a concrete domain variable, as long as this variable is restricted to a constant value (this is illustrated below by (R6) in Example 6.1). More formally, given a set $\Phi$ of CQs, the set split($\Phi$) contains all CQs that can be obtained from an element $\phi \in \Phi$ that contains an atom of the form $=d(v)$ by replacing one other occurrence of $v$ with a fresh non-distinguished variable $v'$ and adding the atom $=d(v')$. Observe that without condition 4) in Definition 4.3 the resulting CQ would not necessarily be safe, although it is clearly equivalent to the original CQ.

Before we define the infer operators, we want to illustrate them on an example.

Example 6.1. Consider again $D_Q$ and $K = \langle A, T \rangle$ from Example 3.1, and the CQ

$$\phi: (x) \leftarrow \text{Alert}(x)$$

that asks for all patients with alerts. The only certain answer to $\phi$ w.r.t. $K$ is $p_1$. To obtain this answer without referring to the TBox $T$, we have to apply several rewriting steps. In the following, at each step we discuss only one CQ from $\Phi_T$.

---

3The substitution also has to be applied to the tuple of answer variables, and hence the resulting tuple may contain constants and multiple occurrences of the same variable, e.g., $(x, x, a) \leftarrow A(x)$. This does not affect the semantics if we use the convention that constants are not affected by applying a potential answer.
(R1) The inclusion $\exists \text{maxHR}, \text{hr}.+5 \sqsubseteq \text{Alert}$ tells us that every individual $x$ that satisfies the left-hand side concept also satisfies Alert($x$), and hence is a certain answer to $\phi$. Thus, the operator $\text{infer}_T$ applies this inclusion to $\phi$ to obtain the following CQ, which simulates the concept $\exists \text{maxHR}, \text{hr}.+5$, with the help of the fresh nondistinguished variables $v$ and $w$:

$$(x) \leftarrow \text{maxHR}(x, v) \land \text{hr}(x, w) \land +5(v, w).$$

This corresponds to the usual backward chaining rule for DL-Lite inclusions, but in contrast to previous work now also refers to a binary concrete domain predicate.

(R2) In $D_Q$, it holds that $=_{160}(v) \land =_{155}(w)$ implies $+5(v, w)$. Hence, $\text{infer}_D$ can apply this implication in the same way as $\text{infer}_T$ above, replacing $+5(v, w)$ by the conjunction $=_{160}(v) \land =_{155}(w)$:

$$(x) \leftarrow \text{maxHR}(x, v) \land =_{160}(v) \land \text{hr}(x, w) \land =_{155}(w).$$

Note that this step introduces the new predicate $=_{155}$, which is not present in $\phi$ or $T$. In order to avoid an infinite rewriting, we obviously have to restrict the kinds of implications that can be applied in this way.

(R3) Since the maximum heart rate of every 60-year-old is 160, in the context of this CQ the atom $=_{160}(v)$ is implied by $\text{age}(x, u) \land =_{60}(u)$, and hence can be replaced by this conjunction. This is similar to an inclusion, but applying $\text{infer}_T$ to the attribute range constraint $\exists \text{age}.=_{60} \sqsubseteq \forall \text{maxHR}.=_{160}$ in this way does not remove the attribute atom $\text{maxHR}(x, v)$. Hence, we obtain

$$(x) \leftarrow \text{maxHR}(x, v) \land \text{age}(x, u) \land =_{60}(u) \land \text{hr}(x, w) \land =_{155}(w).$$

(R4) Since $v$ does not occur anywhere else, the atom $\text{maxHR}(x, v)$ can now be removed by applying $\text{infer}_T$ to the inclusion $\text{Patient} \sqsubseteq \exists \text{maxHR}. \sqcap D_Q$ (we assume that the atom $\sqcap D_Q(v)$ is implicitly satisfied for all concrete domain variables). This yields

$$(x) \leftarrow \text{Patient}(x) \land \text{age}(x, u) \land =_{60}(u) \land \text{hr}(x, w) \land =_{155}(w).$$

This query can now be evaluated directly over $A$ to obtain the expected certain answer $p_1$ via the homomorphism mapping $u$ to 60 and $w$ to 155.

To illustrate the operator $\text{split}$, consider now the different CQ

$$(x) \leftarrow \text{maxHR}(x, v) \land \text{hr}(x, v)$$

and the modified ABox $A'$, where $\text{hr}(p_1, 155)$ is replaced by $\text{hr}(p_1, 160)$. Again, the goal is to obtain the certain answer $p_1$ by rewriting the query. However, one cannot directly apply the inclusion $\text{Patient} \sqsubseteq \exists \text{maxHR}. \sqcap D_Q$ to eliminate the first atom since the variable $v$ also occurs in the second atom, i.e., we would lose the information that the maximum temperature is the same as the measured temperature. Instead, we perform the following rewriting steps:

(R5) We make the query more restrictive by introducing the atom $=_{160}(v)$ via $\text{infer}_D$. This is correct since this atom implies $\sqcap D_Q(v)$, which is implicitly satisfied. We obtain

$$(x) \leftarrow \text{maxHR}(x, v) \land \text{hr}(x, v) \land =_{160}(v).$$

(R6) Now we can apply the operator $\text{split}$ to $v$ in order to separate its two occurrences as follows:

$$(x) \leftarrow \text{maxHR}(x, v) \land =_{160}(v) \land \text{hr}(x, w) \land =_{160}(w).$$

This is correct since both variables are still bound to the same constant.
Now we can rewrite the first two atoms as before to get

\[(x) \leftarrow \text{Patient}(x) \land \text{age}(x, u) \land \text{hr}(x, w) \land \text{age}(x, u) \land \text{hr}(x, w),\]

from which we obtain the desired answer.

Based on this intuition, we can define the operator

\[
\text{infer}_T(\Phi) := \{\sigma(\phi'') \mid \phi' \in \Phi, \phi' \rightarrow_T \phi'', \sigma \in \text{subst}(\phi'')\},
\]

where the relation \(\phi' \rightarrow_T \phi''\) holds for two safe CQs \(\phi', \phi''\) if one of the following cases applies:

- **Inclusions (cf. [R1] and [R4]):**
  There exist an atom \(X_2(\vec{x})\) in \(\phi'\) and \(X_1 \subseteq X_2\) in \(T\), and \(\phi''\) is obtained from \(\phi'\) by replacing \(X_2(\vec{x})\) with \(X_1(\vec{x})\). Here, \(\vec{x}\) denotes a vector of terms matching the type of \(X_2\), e.g., \(\vec{x}\) is an object term in case \(X_2\) is a basic concept.
  As usual, the expression \((\exists R)(x)\) stands for an atom \(R(x, y)\), where \(y\) is a unique nondistinguished variable, i.e., it does not occur elsewhere in the CQ. Similarly, \((\exists U_1, \ldots, U_m.II)(x)\) abbreviates the set of atoms \(\{U_1(x, v_1), \ldots, U_m(x, v_m), \Pi(v_1, \ldots, v_m)\}\), where \(v_1, \ldots, v_m\) are unique nondistinguished variables. We also allow that \(X_2(\vec{x})\) comprises only a subset of these atoms, as long as it includes at least one attribute atom.

- **Attribute range constraints (cf. [R3]):**
  There exist \(\Pi(v_1, \ldots, v_m)\) in \(\phi'\) and \(B \subseteq \forall U_1, \ldots, U_m.\Pi\) in \(T\), and \(\phi''\) is obtained from \(\phi'\) by replacing \(\Pi(v_1, \ldots, v_m)\) with the conjunction of the atoms \(B(x), U_1(x, v_1), \ldots, U_m(x, v_m)\), where \(x\) is an object variable in \(\phi'\) that at least one \(v_i\) is bound to.

As in previous rewriting algorithms, this operator does not introduce new object variables (except if they occur only once). This is necessary to bound the size of the produced CQs.

### 6.2 Concrete Domain Implications

The operator \(\text{infer}_D\) is defined in the same way, based on a similar relation \(\rightarrow_D\) on CQs. A first naive idea would be to define \(\phi' \rightarrow_D \phi''\) as follows:

- **Concrete domain implications (cf. [R2] and [R5]):**
  There exists an atom \(\Pi(v_1, \ldots, v_m)\) in \(\phi'\) that is implied by a \(\mathcal{D}\)-conjunction \(\psi\) such that \(\phi''\) is obtained by replacing \(\Pi(v_1, \ldots, v_m)\) with \(\psi\), and adding new attribute atoms \(U(x, v)\) for the fresh variables \(v\) in \(\psi\) (where must \(U\) occur in \(T\) and \(x\) must occur in \(\phi'\)).

The additional attribute atoms \(U(x, v)\) are necessary to ensure safety of the resulting CQ, and as above we make sure that they use only existing object variables. However, without a similar bound on the number of concrete domain variables, this operation may yield CQs of unbounded size, and hence an infinite rewriting. In fact, one could obtain an “infinite FO rewriting” in this way.

To avoid this problem, we introduce a bound on the number of concrete domain variables that are allowed to occur in the CQs produced by \(\text{infer}_D\). Recall from Section 5 that an element of the abstract canonical model \(\mathcal{I}_K\) may have at most \(n_T\) associated concrete domain variables. Moreover, by Lemma 5.9 we know that we only need to consider \(\mathcal{I}_K\) when looking for certain answers to CQs. Hence, we only need to consider \(n_T\) concrete domain variables bound to each object variable \(x\). By a similar argument, the constraint sets in \(\mathcal{I}_K\) can only use the predicates of \(\mathcal{R}_T\), and hence we can restrict ourselves to those predicates in the rewriting.

We now call a CQ \emph{bounded} if all its value comparison atoms are of the form
(B1) \( \Pi(v_1, \ldots, v_m) \), where \( \Pi \in \mathcal{R}_T \) and the variables among \( v_1, \ldots, v_m \) are bound to at most one object variable \( x \). In the set of all such atoms \( \Pi(v_1, \ldots, v_m) \), there may occur only \( n_T \) concrete domain variables bound to the same object variable \( x \), i.e., these atoms must constitute an element of \( \Gamma_T \) (recall its definition from Section 5.4). In view of \textit{split}, however, we count multiple variables that are restricted to the same constant value as if they were only a single variable.

We now amend the definition of \( \rightarrow_D \) by requiring that the \( D \)-conjunction \( \psi \) introduces only atoms of this form, bound to some object variable \( x \) that already occurs in \( \phi' \). We also ensure that the new attribute atoms \( U(x, v) \) bind the fresh variables \( v \) only to the \( x \) chosen above, i.e., the one associated to the atoms that \( v \) occurs in.

Unfortunately, this is still not enough to obtain the desired rewriting. The reason is that the initial CQ \( \phi \) itself need not satisfy \([B1]\) In particular, it may contain value comparison atoms whose variables are bound to different object variables. However, due to the functionality of \( D \), such atoms can only be implied by the TBox if all of their variables already satisfy atoms of the form \( \equiv_d(v) \) (see also the proof of Lemma 5.7). It remains to find a finite set of values \( d \) that are relevant in these situations. It turns out that it suffices to consider such values \( d \) that are implied by some set of atoms of the form \([B1]\), i.e., those occurring in \( \mathcal{R}_{T, 2} \). Recall that, since \( D \) is polynomial and constructive, it is possible to construct \( \mathcal{R}_{T, 2} \) (in polynomial time).

We now relax the definition of boundedness by allowing also the following kinds of value comparison atoms:

(B2) Atoms from the original CQ \( \phi \), possibly after applying \textit{reduce} or \textit{split}.

(B3) Atoms of the form \( \equiv_d(v) \), where \( d \in \mathcal{R}_{T, 2} \).

In \( \rightarrow_D \), we now allow atoms of the form \([B2]\) to be rewritten using a conjunction of atoms satisfying either \([B1]\) or \([B3]\) (possibly after applying a substitution to the resulting query). However, atoms of the form \([B3]\) cannot be rewritten further. For completeness, we reproduce the full definition of \( \phi' \rightarrow_D \phi'' \) here:

- **Concrete domain implications:**
  - There exists an atom \( \Pi(v_1, \ldots, v_m) \) of the form \([B2]\) or \([B1]\) in \( \phi' \)
  - that is implied by a \( D \)-conjunction \( \psi \) such that
    - for each object variable \( x \) in \( \phi' \), \( \psi \) may contain atoms of type \([B1]\) bound to \( x \), possibly using fresh concrete domain variables (that will then be bound to \( x \));
    - if \( \Pi(v_1, \ldots, v_m) \) is of the form \([B2]\) but not of the form \([B1]\), then \( \psi \) may additionally contain atoms of type \([B3]\) over the variables \( \mathcal{N}_{CV} \cap \{v_1, \ldots, v_m\} \); and
  - \( \phi'' \) is obtained from \( \phi' \) by replacing \( \Pi(v_1, \ldots, v_m) \) with \( \psi \), and adding new attribute atoms \( U(x, v) \) for the fresh variables \( v \) in \( \psi \) that must be bound to \( x \) (where \( U \) must occur in \( T \)).

Recall that we allow the CQ \( \phi'' \) to violate condition \([B1]\) as long as it can be restored by an immediate application of a substitution (see the definition of \textit{infer}_T).

Observe that unbound variables \( v \) can be assumed to occur at most twice in a bounded, safe CQ: once in an atom \( \equiv_d(v) \) and once somewhere else. If this is not the case, we can split \( v \) into two or more unbound variables. Moreover, we assume that unbound variables always co-occur with at least one bound variable in a value comparison atom. If this does not hold, then consider the conjunction of all value comparison atoms that contain only unbound variables (except those of the form \( \equiv_d(v) \)), which by our assumption cannot occur in other atoms of the CQ. Since the
CQ is safe, all these variables must satisfy condition [b] of Definition 4.3 i.e., they are restricted to a constant. Hence, this conjunction can have at most one solution. Since $D$ is cr-admissible, we can decide whether it is satisfiable at all. If it is satisfiable, then we can safely remove all these atoms from the CQ; otherwise, the query cannot have any answers w.r.t. a consistent KB. We assume in the following that all CQs resulting from each rewriting step are preprocessed in this way, i.e., either they are removed from the rewriting, or the unbound atoms are removed (and possibly distinguished concrete domain variables replaced by the associated constants).

This concludes the description of the rewriting $\Phi_T$.

6.3 Correctness of the Rewriting

As a first step, we need to show that the rewriting does not violate our assumptions on the safety and boundedness of the CQs.

**Lemma 6.2.** The initial CQ $\phi$ is bounded. Furthermore, if $\phi$ is safe, then every CQ $\phi'$ in $\Phi_T$ is also safe and bounded.

**Proof.** The initial CQ is trivially bounded by condition [B2]. Further note that reduce does not affect the safety conditions and cannot lead to a violation of the boundedness conditions. Moreover, split preserves safety by duplicating atoms of the form $=d(v)$, and can explicitly not affect boundedness.

For step, we explicitly restrict to bounded CQs. For safety, observe that the application of attribute range restrictions can only remove value comparison atoms, and inclusions explicitly introduce only safe concrete domain variables. Regarding implications in the concrete domain, observe that all new variables are immediately bound to some object variable $x$ that was already present in the original CQ.

From this, we obtain the following important fact.

**Lemma 6.3.** The set $\Phi_T$ is finite.

**Proof.** We first analyze the number of variables that occur in an element $\phi'$ of $\Phi_T$. For each object term $x$ in $\phi'$, the number of fresh concrete domain variables bound to $x$ (that were not already present in $\phi$) is bounded by $n_T$ due to [B1]. Although we do not count variables introduced by split, this operator can at most introduce one new variable for each occurrence of a variable in a constraint set of $\Gamma_T$, the number of which is also bounded by a function of the size of $T$.

Hence, it remains to consider the number of possible object variables. Note that a fresh object variable $y$ can only be introduced by an inclusion with an existential restrictions $\exists R$ on the left-hand side, which must be applied to some existing object variable $x$. Moreover, $y$ can only be used further in the rewriting by applying an inclusion with $\exists R^-$ on the right-hand side to the atom $R(x,y)$ introduced by the previous rule (or similarly with a subrole $S$ of $R$), which means that the variable $x$ must be nondistinguished and not occur elsewhere in the CQ. But then applying this inclusion will remove $x$. In essence, we can only replace $x$ by $y$. This means that the number of object terms in any element of $\Phi_T$ can be at most $2 \cdot |N_{OV}(\phi)| + |N_{I}(\phi)|$.

In total, the number of terms is bounded by a function in the sizes of $T$ and $\phi$, and hence the number of sets of atoms over these terms using the concept, role, and attribute names of $T$, as well as the concrete domain predicates from $R_T \cup R_{T,2}$, is finite.

We now take one step closer to our main rewritability result, which began by constructing the canonical model (see Lemma 5.9). We reduce answering a query over $I_K$ to answering its rewriting over the ABox completion $I_A^*$. Afterwards, the last step will be to construct a
Assume now that variables that occur together in query atoms is also a homomorphism of. For the infer. Finally, consider the case of a CQ \( \varphi \). We consider the cases of the definition of concrete domain elements are not affected by \( I \). Moreover, we obtain the same answer tuple due to our definition of \( \varphi \).

Lemma 6.4. If \( \mathcal{K} \) is consistent, then we have

\[
\text{ans}_a(\varphi, I_{\mathcal{K}}) = \bigcup_{\varphi' \in \Phi_T} \text{ans}_a(\varphi', I_{\mathcal{K}}^*).
\]

Proof. For the \( \supseteq \)-direction, let \( a \) be a potential answer with \( I_{\mathcal{K}}^* \models a(\varphi') \) for some element \( \varphi' \in \Phi_T \). Since \( I_{\mathcal{K}} \) is an extension of \( I_{\mathcal{K}}^* \), this implies that \( I_{\mathcal{K}} \models a(\varphi') \). Moreover, we know that \( \varphi' \) is the result of a finite number of applications of the operators reduce, split, and infer to \( \varphi \). Hence, it suffices to show that for each of these operations every answer tuple of the result in \( I_{\mathcal{K}} \) is also an answer tuple of the original query in \( I_{\mathcal{K}}^* \).

Consider first an application of reduce, in which a substitution was applied to an intermediate CQ \( \varphi'' \), resulting in the CQ \( \sigma(\varphi'') \). Clearly, a homomorphism \( \pi \) of \( \sigma(\varphi'') \) into \( I_{\mathcal{K}}^* = I \) yields a potential answer \( \pi(\varphi') \) and a homomorphism \( \pi' \) of \( \pi(\varphi') \) into \( I_{\mathcal{K}} \) by setting \( \pi'(x) := \sigma(\pi(x)) \) for all answer variables \( x \in \text{FVar}(\varphi'') \), \( \pi'(x) := \pi(x) \) for all \( x \) in terms \( \text{terms}(\pi(\varphi')) \), and \( \pi'(x) := \pi(x) \) for all \( x \) in terms \( \text{terms}(\pi(\varphi')) \). Recall that individual names and concrete domain elements are not affected by \( \sigma \), and that variables must be replaced by terms of the same type. Moreover, we obtain the same answer tuple due to our definition of \( a \).

Assume now that \( =_d(v) \) occurs in \( \varphi'' \) and we applied split to obtain \( \varphi''' \), where another occurrence of \( v \) is replaced by a fresh nondistinguished variable \( v' \) and a new atom \( =_d(v') \) is added. Let \( \pi \) be a homomorphism of \( a(\varphi''') \) into \( I_{\mathcal{K}} \). Hence, we have \( \pi(a(v)) = \pi(a(v')) = d \), which means that we can merge \( v' \) into \( v \) without changing the satisfaction of the query. This means that \( \pi \) is also a homomorphism of \( a(\varphi'') \) into \( I_{\mathcal{K}}^* \).

Finally, consider the case of a CQ \( \varphi'' \) that was used to obtain \( \varphi''' \) with \( \varphi'' \rightarrow_T \varphi''' \) via the operator infer. We consider the cases of the definition of \( \rightarrow_T \):

- Assume that there exists an inclusion \( X_1 \subseteq X_2 \in T \) such that (part of) \( X_2(\varphi') \in \varphi'' \) for appropriate terms \( \varphi' \), was replaced by \( X_1(\varphi') \) in order to obtain \( \varphi''' \). If an additional substitution was applied to satisfy \([B1]\), this can be shown correct using the same arguments as for reduce above. Again, let \( \pi \) be a homomorphism of \( a(\varphi''') \) into \( I_{\mathcal{K}}^* \). A homomorphism \( \pi' \) of \( a(\varphi') \) into \( I_{\mathcal{K}} \) can be constructed using the completion rules \([CR1],[CR5]\). We consider here only the case of an inclusion of the form \( \exists U_1, \ldots, U_m. \Pi \subseteq \exists U'_1, \ldots, U'_k. \Pi' \). The other kinds of inclusions can be treated using similar, but simpler, arguments. By assumption, \( \varphi'' \) contains a subset of \( \{U'_1(x, v'_1), \ldots, U'_k(x, v'_k), \Pi'(v'_1, \ldots, v'_k)\} \), where the variables \( v'_i \) do not occur in any other atoms of \( \varphi''' \). In \( \varphi''' \), these atoms were replaced by \( \Pi(v_1, \ldots, v_m) \) and \( U_i(x, v_i) \), for \( i \leq m \), where all concrete domain variables are fresh.

Moreover, we know that \( \pi(a(x)), w_a \in U^\mathcal{K} \), \( i \leq i \leq m \), and the atoms \( =_d(w_i, \pi(v_i)) \) and \( \Pi(\pi(v_1), \ldots, \pi(v_m)) \) are implied by the relevant constraint sets \( \Gamma_c \). Since the constraint sets do not share variables, we can infer that \( \Gamma_{\pi(a(x))} \) implies \( \Pi(w_1, \ldots, w_m) \). Thus, we obtain \( \pi(a(x)) \in \exists U_1, \ldots, U_m. \Pi^\mathcal{K} \) for some finite \( \ell \geq 0 \). By \([CR4]\), there must exist terms \( v'_i \) such that \( \pi(a(x)), v'_i \in U^\mathcal{K} \), \( i \leq i \leq k \), and \( \Pi(v'_1, \ldots, v'_k) \) is implied by \( \Gamma_{\pi(a(x))} \). Hence, by defining \( \pi'(v'_i) := v'_i \) for those of the variables \( v'_i \), \( i \leq i \leq k \), that occur in \( \psi'' \), and \( \pi'(z) := \pi(z) \) for all \( z \in \text{terms}(a(\varphi''')) \setminus \{v_1, \ldots, v_m\} \), we can satisfy the
Consider $B \subseteq \forall U_1, \ldots, U_m. \Pi \in T$ such that $\Pi(v_1, \ldots, v_m)$ occurs in $\phi''$, and in $\phi'''$ this atom was replaced by $B(x)$ and $U_i(x, v_i)$, $1 \leq i \leq m$. Let $\pi$ be a homomorphism of $a(\phi''')$ into $I_K$. Hence, we have
\begin{align*}
-\pi(a(x)) & \in B^{I_K}, \\
-\text{there exist terms } w_i, 1 \leq i \leq m, \text{ such that } (\pi(a(x)), w_i) & \in U_i^{I_K} \text{ and } = (w_i, \pi(a(v_i))) \text{ is implied by } I_K.
\end{align*}

By $[\text{CR6}]$, we obtain that $I_K$ implies $\Pi(w_1, \ldots, w_m)$, and hence $\Pi(\pi(a(v_1)), \ldots, \pi(a(v_m)))$, which shows that $\pi$ is also a homomorphism of $a(\phi'')$ into $I_K$.

Finally, for $\text{infer}_T$, consider an atom $\Pi(v_1, \ldots, v_m)$ and a $T$-conjunction $\psi$ using variables from $\{v_1, \ldots, v_m\}$ and additional fresh variables, such that $\psi$ implies $\Pi(v_1, \ldots, v_m)$, and the latter atom was replaced in $\phi''$ by the atoms of $\psi$ and additional attribute atoms to obtain $\phi'''$. Again, we assume that no additional substitution was applied in this process. Let $\pi$ be a homomorphism of $a(\phi''')$ into $I_K$, which means that $\pi(a(\psi))$ is implied by $I_K$. If a variable $v_i$, $1 \leq i \leq m$, does not occur in $\psi$, then its value is irrelevant for the implication, and moreover it must still occur in $\phi''$ since $\phi''$ is safe. Hence, $I_K$ implies $\Pi(\pi(a(v_1)), \ldots, \pi(a(v_m)))$, i.e., $\pi$ satisfies the atom $\Pi(\pi(a(v_1)), \ldots, \pi(a(v_m)))$ (as well as all other atoms) in $a(\phi'')$.

For the $\subseteq$-direction, we assume that $I_K$ was constructed starting from $I_A$ (for ease of presentation, we set $I_K^{(0)} := I_A$). Let now $a$ be a potential answer such that $I_K \models_a a(\phi)$. We show that there exists a $\phi' \in \Phi_T$ with $I_A \models_a a'(\phi')$ such that
\begin{itemize}
  \item $a(\phi)$ and $a'(\phi')$ yield the same answer tuple, and
  \item all atoms $\models_{d(v)}$ of type $[\text{B3}]$ in $\phi'$ are satisfied since $v$ is mapped (by the homomorphism and $a'$) to a constant or to a term occurring in $I_A$, and hence by Lemma 5.5 they are satisfied already in $I_A$.
\end{itemize}

Consider the smallest index $\ell \geq 0$ for which there is a $\phi' \in \Phi_T$, a potential answer $a'$ with the above properties, and a homomorphism of $a'(\phi')$ into $I_K^{(\ell)}$. Such an index must exist since $I_K \models_a a(\phi)$, $\phi \in \Phi_T$, $\phi$ does not contain atoms of type $[\text{B3}]$ and due to the fairness requirement in the construction of $I_K$. If $\ell = 0$, then we have proven the claim; we now consider the case that $\ell > 0$ and show that it is impossible. Let $\phi' \in \Phi_T$ and $\pi$ be a homomorphism of $a'(\phi')$ into $I_K^{(\ell)}$. Since $\ell$ is minimal, we know that the last completion rule applied to obtain $I_K^{(\ell)}$ from $I_K^{(\ell-1)}$ was necessary to satisfy an atom of $a'(\phi')$ under $\pi$. We make a case distinction on the type of the rule that was applied.

\begin{itemize}
  \item If $[\text{CR1}]$ was applied, then there is an inclusion $X_1 \subseteq X_2 \in T$ and an element $e \in X_2^{I_K^{(\ell)}}$ that was added to $X_2^{I_K^{(\ell-1)}}$.
    
    We consider first the case that $X_2$ is a basic concept or a role. Since we assumed that the rule application is necessary to satisfy $a'(\phi')$ via $\pi$, there must be at least one atom $X_2(\bar{x}) \in \phi'$ such that $\pi(a'(\bar{x})) = e$. Hence, we can try to replace each such atom $X_2(\bar{x})$ by $X_1(\bar{x})$, according to $\rightarrow_T$. If this is possible, then the resulting CQ is also an element of $\Phi_T$ and is satisfied by $a'$ and $\pi$ in $I_K^{(\ell-1)}$, which contradicts our assumption on the minimality of $\ell$. The only problematic case is when $X_1$ is of the form $\exists U_1, \ldots, U_m. \Pi$, since then we introduce new concrete domain variables $v_1, \ldots, v_m$ that are bound to $x$. Hence, we have to show that there is a substitution that can enforce the restriction in $[\text{B1}]$. First, note that $\Pi$ is an element of $\mathcal{R}_T$. Furthermore, any concrete domain variable bound to $x$ in $\phi'$
\end{itemize}
must be mapped by \( \pi \) and \( \alpha' \) to some term \( w \) of \( \Gamma_e \) (or a term that is equivalent to \( w \) due to the constraint sets); otherwise, we must have \( e \in \mathbb{N}_v \) and hence \( X_2(x) \) is satisfied already in \( T^{(l)}_2 \), which contradicts our assumption that \( \ell > 0 \). But then all terms mapped to terms that are equivalent to the same term \( w \) in \( \Gamma_e \) can be unified, since afterwards they still satisfy all affected attribute or value comparison atoms since they are still mapped to terms that are equivalent to \( w \). This brings the total number of variables bound to \( x \) down to at most \( n_{\mathcal{T}} \), and thereby satisfies (B1).

Finally, consider the case that \( X_1, X_2 \notin \mathbb{N}_A \). By assumption, the new tuple \((e, w) \in X^{(l)}_{\mathcal{T}_1} \) was necessary to satisfy at least one attribute atom of this property is easily repaired using a substitution, which can be applied after the rewrite. Before we can apply the inclusion \( \Phi_{\mathcal{T}} \) to \( \phi' \), we first need to rewrite it as follows:

1. Using \text{infer}^\mathcal{D}, we rewrite the atoms of type (B) with the goal of putting atoms mapped by \( \pi \) and \( \alpha' \) to \( \Pi(v_1, \ldots, v_m) \) into the rewriting. These will be the only remaining value comparison atoms that are not already satisfied in \( T^{(l-1)}_2 \).
2. We unify all atoms of the above form using \text{reduce}.
3. We also unify all atoms of the form (a) above (depending on the attribute involved).
4. We can apply the inclusion \( B \subseteq \exists U_1, \ldots, U_m \Pi \) (via \( \rightarrow_{\mathcal{T}} \)) to \( \phi' \), which again yields a contradiction.

- If (CR4) was applied, then there is an inclusion \( B \subseteq \exists U_1, \ldots, U_m \Pi \) in \( \mathcal{T} \), an element \( e \in B^{(l-1)}_2 \), and \( v_1, \ldots, v_m \) such that \((e, v_i) \) is added to \( U_i^{(l)} \), \( 1 \leq i \leq m \), and \( \Pi(v_1, \ldots, v_m) \) is added to \( \Gamma^{(l)}_e \). By our assumption, \( \phi' \) must contain at least one atom of the form

\[
\begin{align*}
(a) & \ U_i(x, v'_i) \text{ such that } \pi(\alpha'(x)) = e \text{ and } \pi(\alpha'(v'_i)), v_i \text{ is implied by } T^{(l)}_2; \text{ or} \\
(b) & \ \Pi'(v'_1, \ldots, v'_k) \text{ such that } \Pi'(\pi(\alpha'(v'_1)), \ldots, \pi(\alpha'(v'_k))) \text{ is implied by } T^{(l)}_2.
\end{align*}
\]

Before we can apply the inclusion \( B \subseteq \exists U_1, \ldots, U_m \Pi \) (via \( \rightarrow_{\mathcal{T}} \)) to \( \phi' \), we need to rewrite it as follows:

1. Using \text{infer}^\mathcal{D}, we rewrite the atoms of type (b) with the goal of putting atoms mapped by \( \pi \) and \( \alpha' \) to \( \Pi(v_1, \ldots, v_m) \) into the rewriting. These will be the only remaining value comparison atoms that are not already satisfied in \( T^{(l-1)}_2 \).
2. We unify all atoms of the above form using \text{reduce}.
3. We also unify all atoms of the form (a) above (depending on the attribute involved).
4. We can apply the inclusion \( B \subseteq \exists U_1, \ldots, U_m \Pi \) to eliminate these atoms, obtaining an element of \( \Phi_{\mathcal{T}} \) that is satisfied in \( T^{(l-1)}_2 \), which again contradicts our minimality assumption on \( \ell \).

For step 1, observe that atoms of the form (b) cannot be of type (B3), since then they must be of the form \( =_d(v'_i) \) and \( \pi \) and \( \alpha' \) satisfies this atom already in \( T^{(l-1)}_2 \), contrary to our assumption that the completion rule was necessary to satisfy it.

Hence, any atom \( \Pi'(v'_1, \ldots, v'_k) \) from (b) must be of the form (B2) or (B1). Let now \( \Gamma \) be a minimal subset of the union of all sets \( T^{(l)}_2 \) that implies \( \Pi'(\pi(\alpha'(v'_1)), \ldots, \pi(\alpha'(v'_k))) \). We need to consider only those sets containing the variables among \( \pi(\alpha'(v'_1)), \ldots, \pi(\alpha'(v'_k)) \), and hence \( \Gamma \) is finite. We consider the set \( \pi^{-1}(\Gamma) \) that is obtained from \( \Gamma \) by replacing every variable of the form \( \pi(\alpha'(v'_i)), 1 \leq i \leq k, \text{ by } v'_i \). Then we have that \( \Gamma' := \pi^{-1}(\Gamma) \cup \{ =_d(v'_i) \mid 1 \leq i \leq k, \pi(\alpha'(v'_i)) = d \in D^\mathcal{D} \} \) implies \( \Pi'(v'_1, \ldots, v'_k) \).

Since the goal is to replace \( \Pi'(v'_1, \ldots, v'_k) \) by \( \Gamma' \), we need to ensure that it satisfies the boundedness conditions and the definition of \( \rightarrow \). First, we ensure that all object variables that \( v'_1, \ldots, v'_k \) are bound to are mapped to distinct domain elements of \( T^{(l-1)}_2 \); a violation of this property is easily repaired using a substitution, which can be applied after the rewriting step with \( \rightarrow \).

We now ensure that \( \Gamma' \) contains \text{ABox variables} \( v'_i \), i.e., variables that are bound to object variables which are mapped to named individuals, only in atoms of the form \( =_d(v'_i) \) with \( =_d \in \mathcal{R}_{\mathcal{T}, 2} \). Observe that not all terms \( v'_i \) can be ABox variables or be mapped to constants.
by \( \pi \) and \( \alpha' \), since otherwise \( \Pi'(v'_1, \ldots, v'_k) \) would be satisfied already in \( T_A^+ \). Since we assumed that all unbound variables are mapped to constants by \( \pi \) and \( \alpha' \), there must be at least one other variable \( v'_i \) that is bound to an object variable that is not mapped to a named individual. This can only be the case if \( \Pi'(v'_1, \ldots, v'_k) \) is of type \text{(B2)} since \( \phi' \) is bounded. Since \( \Gamma' \) is satisfiable and contains at least two connected components and \( D \) is functional, each connected component involving \( v'_i \) must be equivalent to an atom of the form \( \equiv_d(v'_i) \). Since this connected component is derived via \( \pi^{-1} \) from (a subset of) the constraint set involving \( \pi(v'_i) \), we know that \( \equiv_d(v'_i) \in R_{\pi^{-1}}. \) Again by functionality of \( D \), we know that \( \equiv_d(v'_i) \) and \( \Pi'(v'_1, \ldots, v'_k) \) imply some atom of the form \( \equiv_d(v'_i) \). Hence, we have that \( \equiv_d \in R_{\pi^{-1}} \). If the atom \( \equiv_d(v'_i) \) is already contained in \( \Gamma' \) and \( v'_i \) does not occur elsewhere in \( \Gamma' \), we are finished. Otherwise, this atom must also be equivalent to the constraint set involving \( \pi(a(v'_i)) \), and hence we can replace the corresponding part of \( \pi^{-1}(\Gamma) \) by \( \equiv_d(v'_i) \), which achieves our goal. Furthermore, since \( \Pi'(v'_1, \ldots, v'_k) \) is of type \text{(B2)} we are allowed to use the atom \( \equiv_d(v'_i) \) for rewriting \( \Pi'(v'_1, \ldots, v'_k) \).

The remaining elements of \( \pi^{-1}(\Gamma) \) fall into the category \text{(B1)} since they are obtained from constraint sets over \( T \), they must involve the variables among \( v'_1, \ldots, v'_k \), variables bound to different object variables must belong to different constraint sets, and any two constraint sets do not share variables.

We now show that the remaining atoms of the form \( \equiv_d(v'_i) \) with \( \pi(a'(v'_i)) = d \in D^\phi \), where \( v'_i \) is not an ABox variable, also comply with the definition of infer. Since \( v'_i \) occurs in \( \phi' \), which is safe by Lemma \text{[6.2]}, we must have one of the following cases:

- If an atom \( \equiv_d(v'_i) \) occurs in \( \phi' \), then we have \( d = d' \) since this atom is satisfied by \( \pi \) and \( \alpha' \). But then including this atom in \( \Gamma' \) is safe since we only reintroduce an atom to \( \phi' \) that is already present. This atom cannot actually be equal to \( \Pi'(v'_1, \ldots, v'_k) \) since then it would already be satisfied in \( T_K^{\ell-1} \).

- Otherwise, there is an atom \( U(x, v'_i) \) in \( \phi' \), i.e., we have \( (\pi(a'(v'_i)), w) \in U^\phi \) such that \( \equiv(w, d) \) is implied by \( \Gamma'(\pi(a'(x))) \). This means that \( \equiv_d(v'_i) \) is implied by this constraint set when we replace \( w \) by \( v'_i \). Since \( \pi(a'(x)) \notin N_1 \), we can replace \( \equiv_d(v'_i) \) in \( \Gamma' \) by this modified constraint set, and maintain all properties above, i.e., that \( \Gamma' \) implies \( \Pi'(v'_1, \ldots, v'_k) \) and that all its atoms are satisfied by \( \pi \) and \( \alpha' \) in \( T_K^{\ell-1} \).

Furthermore, \( \Gamma' \) uses only variables that already occur in \( \phi' \) and fresh ones from \( \text{Var}(T_K^{\ell-1}) \), for which we assume without loss of generality that they do not occur in \( \phi' \). Finally, \( \Gamma' \) can only use constants from \( D^\phi(T) \) since we have already eliminated all constraint sets originating from named individuals above.

After these preparations, we can finally replace \( \Pi'(v'_1, \ldots, v'_k) \) in \( \phi' \) according to \( \rightarrow_T \) by the atoms of \( \Gamma' \), where for each fresh variable \( v \) in this set we know that it must occur in some \( (\pi(a'(x)), v) \in U^\phi_T \), where \( x \) already occurs in \( \phi' \), and hence we can add the required atom \( U(x, v) \) to the query. These atoms can be satisfied by mapping \( v \) to itself, and the atoms in \( \Gamma' \) are then also satisfied since they directly occur in the relevant sets \( \Gamma'(\pi) \) or are already satisfied by \( \alpha' \) and \( \pi \). Moreover, the only new attribute atoms that are not already satisfied in \( T_K^{\ell-1} \) are new ones of the form \( \text{(a)} \) above, which involve the fresh variables \( v_i \) introduced by the completion rule. To satisfy \text{(B1)} i.e., bound the number of concrete domain variables, we may need to apply a substitution again, which can be obtained in the same way as in the case of \text{(CRI)} above.

This finishes the description of step 1. Via a series of rewriting operations, we have now obtained another query \( \phi'' \) from \( \Phi_T \) and a homomorphism \( \pi' \) of \( \alpha' (\phi'') \) into \( T_K^{\ell-1} \). The only atoms in \( \phi'' \) that are not already satisfied by \( \alpha' \) and \( \pi' \) in \( T_K^{\ell-1} \) are those of the form \( \pi^{-1}(\Pi(v_1, \ldots, v_m)) \) introduced by the above replacements, and the ones of the form \( \text{(a)} \) (possibly more than in \( \phi'' \)). However, each of the atoms of the first kind is mapped by \( \alpha' \).
and \( \pi' \) to the same atom, namely \( \Pi(v_1, \ldots, v_m) \), and hence for step 2 we can apply a substitution \( \sigma \) that unifies these atoms.

For step 3, observe that similarly each atom \( U_i(x, v'_i) \) of type \([a]\) is mapped by \( a' \) and \( \pi' \) to some \( U_i(e, w_i) \) for which \( = (v_i, w_i) \) is implied by \( \mathcal{I}^{(f)}_K \), and hence we can similarly ensure by an application of reduce that there is at most one such atom for each fresh variable \( v_i \), and moreover that they use the same object variable \( x \). Furthermore, \( v'_i \) can be merged with the \( i \)-th term of the single remaining atom of the form \( \pi^{-1}(\Pi(v_1, \ldots, v_m)) \).

If the resulting merged atoms \( U_i(x, v'_i) \) and \( \Pi(v'_1, \ldots, v'_m) \) are such that some \( v'_i \), \( 1 \leq i \leq m \), that occurs in \( U_i(x, v'_i) \) is a constant or a distinguished variable, then we cannot directly apply the inclusion to rewrite these atoms. However, in such a case we know that \( w_i = a'(v'_i) \in \Delta^D \) and \( = w_i(v_i) \) is implied by the constraint sets in \( \mathcal{I}^{(f)}_K \). Since \( v_i \) is a fresh variable, this atom is already implied by \( \Pi(v_1, \ldots, v_m) \), and hence in particular we have \( = w_i \in \mathcal{R}_{T,1} \). We can now eliminate the occurrence of \( v'_i \) in \( U_i(x, v'_i) \) by first introducing a new atom \( = w_i(v'_i) \) of type \([B3]\) (since it implies \( T_D(v'_i) \)), and then splitting the term in order to obtain the atoms \( \Pi(v'_1, \ldots, v'_i, \ldots, v'_m), U_i(x, v'_i), = w_i(v'_i), = w_i(v''_i) \), where \( v''_i \) is a fresh nondistinguished variable. The third atom is obviously already satisfied by \( a' \), and \( \pi' \) can easily be extended to \( v''_i \) by setting \( \pi''(a''(v''_i)) = w_i \). We can then eliminate the fourth atom by replacing it with \( \Pi(v''_1, \ldots, v''_m) \), using some fresh nondistinguished variables and attribute atoms \( U_i(x, v''_i) \). These atoms can be merged with \( \Pi(v'_1, \ldots, v'_i, \ldots, v'_m) \) and \( U_i(x, v'_i) \) as described above.

After step 3, all atoms \( U_i(x, v'_i) \) of type \([a]\) must be such that \( v'_i \) is nondistinguished, and furthermore equal to the \( i \)-th term of the single remaining atom of the form \( \Pi(v'_1, \ldots, v'_m) \).

All these operations can be done using split and reduce, and hence we stay inside \( \Phi_T \). It is straightforward to adapt the potential answer \( a' \) of \( \phi'' \) into a new potential answer \( a'' \) of the resulting query that yields the same answer tuple (we may have merged some distinguished variables).

The result is yet another element \( \phi'' \) of \( \Phi_T \) that is satisfied in \( \mathcal{I}^{(f)}_K \) via \( a'' \) and \( \pi' \), and the only atoms that are not already satisfied \( \mathcal{I}^{(f-1)}_K \) form a subset of \( (\exists U_1, \ldots, U_m, \Pi(x)) \) (we have eliminated all constants and distinguished variables \( v'_i \) above). No other terms can be mapped to the new variables \( v_i \) introduced by the completion rule, and hence the concrete domain variables in these atoms do not occur elsewhere in \( \phi'' \). If none of the relevant attribute atoms \( U_i(x, v'_i) \) present, then we can simply remove \( \Pi(v'_1, \ldots, v'_m) \) and the associated atoms of the form \( = a(v'_i) \) from the CQ since \( \pi' \) and \( a' \) satisfy them, and hence they are valid in \( D \). Otherwise, we finally come to step 4 and can apply the operator infer in order to obtain another element of \( \Phi_T \) that is satisfied in \( \mathcal{I}^{(f-1)}_K \) via \( a'' \) and \( \pi' \), which yields a contradiction.

- If \([CR6]\) was applied, then there is an attribute range constraint \( B \subseteq \forall U_1, \ldots, U_m, \Pi \in T \) and an element \( e \in B^{(f-1)} \) with \( (e, v_i) \in U_i^{(f-1)}, 1 \leq i \leq m, \) and \( \Pi(v_1, \ldots, v_m) \) was added to \( \Gamma^{(f-1)}_K \) in order to obtain \( \Gamma^{(f)}_K \). By our assumption, this atom is necessary to imply one or more atoms of the form \( \Pi'((a'(v'_i)), \ldots, \pi(a'(v''_i))) \), where \( \Pi'(v'_1, \ldots, v'_K) \) is a value comparison atom of \( \phi'' \). These atoms can be replaced using the same technique as for the rule \([CR4]\). Since \([CR6]\) does not change the interpretation of the attribute names, the only atoms in the resulting CQ \( \phi'' \) are of the form \( \pi^{-1}(\Pi(v_1, \ldots, v_m)) \). If such an atom does not contain bound variables, then it can simply be removed. Otherwise, it is mapped by \( \pi' \) and \( a'' \) to the atom \( \Pi(v_1, \ldots, v_m) \) in \( \Gamma^{(f)}_K \), which means that at least one of the involved variables is bound to an object variable \( x \) that is mapped to \( e \). Hence, for each such atom we can apply a rewriting step w.r.t. the attribute range constraint \( B \subseteq \forall U_1, \ldots, U_m, \Pi \), thereby replacing \( \pi^{-1}(\Pi(v_1, \ldots, v_m)) \) with \( B(x) \) and all associated atoms \( U_i(x, \pi^{-1}(v_i)) \), which are all satisfied by \( \pi' \) since \( x \) is mapped to \( e \) and each term.
\[ \pi^{-1}(v_i) \text{ is mapped to a term equivalent to } v_i. \] This results in an element of \( \Phi_T \) that is satisfied in \( I^{(l-1)}_K \), which again yields a contradiction.

The remaining rules can be handled by similar, but simpler, arguments. \( \square \)

For other DL-Lite formalisms, usually at this point combined rewritability has been shown and the CQs in \( \Phi_T \) can simply be evaluated over a finite relational database \[10, 35\]. However, in our setting we need to take another step.

### 6.4 Evaluating the Rewriting

In order to obtain a combined rewriting as described in Definition 4.2, the last step is to replace the abstract solution \( f_K \) by an ordinary finite interpretation, i.e., a database. We will use the canonical solution \( f_K \) from Section 5.4 to instantiate the variables in \( I^*_A \). We assume without loss of generality that the individual names in \( N_i(K) \) are the first elements occurring in the enumeration of \( \Delta^{\text{inf}} \) that was used in the construction of \( f_K \). Since \( I^*_A \) is equal to \( I_K \) on \( N_i(K) \), this means that we only have to compute the partial solutions \( f_K^{(1)}, \ldots, f_K^{(|N_i(K)|)} \) in order to obtain \( f_K(I^*_A) \). For each \( f_K^{(j)} \), we have to find a variable assignment in \( \text{sol}(\bigwedge \text{Pos}_j \setminus \text{sol}(\bigvee \text{Neg}_j)) \). This is possible in polynomial time since \( D \) is polynomial and constructive. Observe that \( \text{Pos}_j \) and \( \text{Neg}_j \) are of size polynomial in the number of value terms from \( I^*_A \) and \( \Delta^D(K) \) and exponential in the maximum arity of the involved predicates. The latter is not problematic since all predicates in \( R = \mathcal{R}_K \cup \mathcal{R}_{K,2} \cup \{=\} \) whose arity is larger than 2 must occur in the (fixed) TBox \( T \). This shows that we can construct \( f_K(I^*_A) \) in polynomial time in the size of \( A \).

Moreover, \( f_K \) actually is a solution of \( I^*_A \) since \( K \) is consistent (see Lemmas 5.6 and 5.8). The correctness of this approach can be shown by similar arguments as in the proofs of Lemmas 5.8 and 5.9.

**Lemma 6.5.** If \( K \) is consistent, then we have \( \text{ans}_a(\phi', I^*_A) = \text{ans}(\phi', f_K(I^*_A)) \) for all \( \phi' \in \Phi_T \).

**Proof.** Given a homomorphism of \( \phi' \) into \( f_K(I^*_A) \), we can construct a homomorphism of \( \phi' \) into \( I^*_A \) exactly as in the proof of Lemma 5.9. Conversely, let \( a \in \text{ans}_a(\phi', I^*_A) \) and \( \pi \) be an abstract homomorphism of \( \phi' \) into \( I^*_A \). We construct a homomorphism \( \pi' \) of \( \phi' \) into \( f_K(I^*_A) \) by setting \( \pi'(x) := \pi(x) \) for all object terms \( x \) and \( \pi'(v) := f_K(\pi(v)) \) for all value terms \( v \) in \( \phi' \). All atoms involving only object variables are obviously still satisfied. For an atom \( U(x,v) \in \phi' \), there must be a \( w \in \text{terms}(I^*_A) \) such that \( (\pi(x),w) \in U^I_A \) and \( = w, \pi(v) \) is implied by \( I_A \). Since \( \pi(v) \) is either a constant or a variable from \( I^*_A \) and \( f_K \) satisfies all constraint sets of \( I^*_A \), we know that \( f_K(w) = f_K(\pi(v)) = \pi'(v) \), and hence \( \pi'(x), \pi'(v) = (\pi(x), f_K(w)) \in U^I_A \), i.e., the atom is also satisfied by \( \pi' \). Consider now a value comparison atom \( II(\pi(v_1), \ldots, \pi(v_m)) \in \phi, \) which must be satisfied by \( \pi \), i.e., \( II(\pi(v_1), \ldots, \pi(v_m)) \) is implied by \( I^*_A \). Again, since \( f_K \) satisfies all constraint sets in \( I^*_A \), we know that the atom remains satisfied. \( \square \)

Hence, we obtain our main result.

**Theorem 6.6.** If \( D \) is cr-admissible, then safe and \( T \)-restricted CQs are combined rewritable w.r.t. DL-Lite\(_{\text{core}}^{(HF)}(D) \) TBoxes \( T \), and the rewritings are computable.

**Proof.** From Lemmas 5.9, 6.4 and 6.5 we obtain the requirements of Definition 4.2 if we set \( I(K) := f_K(I^*_A) \).

This shows that the entailment problem for safe Boolean CQs in DL-Lite\(_{\text{core}}^{(HF)}(D) \) is in \( P \) in data complexity. From a practical point of view, this result allows us to combine an off-line (polynomial) computation of the database \( f_K(I^*_A) \) with an on-line rewriting of incoming queries.
6.5 Checking Consistency

So far, we have ignored the omnipresent side condition that $\mathcal{K} = \langle \mathcal{A}, \mathcal{T} \rangle$ should be consistent, since query answering over an inconsistent KB is meaningless. However, by Lemma 5.8, this can be checked by testing whether (i) $\mathcal{I}_\mathcal{K}$ has a solution and (ii) $\mathcal{I}_\mathcal{K} \models_\mathcal{A} \mathcal{K}$ holds. For (i), observe that there can be only finitely many constraint sets $\Gamma_e$ in $\mathcal{I}_\mathcal{K}$ (modulo variable renaming), and hence we can use the following modified construction of $\mathcal{I}_\mathcal{K}$:

- After each application of a completion rule, we check whether all constraint sets are satisfiable, which is possible due to the cr-admissibility of $\mathcal{D}$.
- Each new domain element $e$ that is created in the construction initially satisfies exactly one basic concept of the form $\exists R^-$, and all other concepts, role successors, and attribute values must follow from this concept. This also means that the obtained constraint set $\Gamma_e$ will be isomorphic to the constraint set of any other such anonymous $R$-successor. Hence, it suffices to construct only one such element for each role $R$, and saturate it according to the completion rules (cf. Section 5.3), in order to verify the existence of a solution for $\mathcal{I}_\mathcal{K}$.

If this check is successful, it remains to verify (ii). The proof of Lemma 5.8 suggests the following standard procedure [10, 35] for checking this: If functionality constraints are violated by $\mathcal{I}_\mathcal{K}$, then this must be the case already in $\mathcal{I}_{\mathcal{K}'}^{(0)}$, which can be checked in polynomial time. For the disjointness constraints, we restrict $\mathcal{K}$ to the KB $\mathcal{K}' := \langle \mathcal{A}, \mathcal{T}' \rangle$, where $\mathcal{T}'$ is obtained from $\mathcal{T}$ by dropping all functionality and disjointness constraints. We know that $\mathcal{K}'$ is consistent since its canonical model is the same as that of $\mathcal{K}$, and hence has a solution, and the only other sources of inconsistencies have been removed (see the proof of Lemma 5.8). We then ask a set of Boolean CQs $\Psi$ over $\mathcal{K}'$: For each $\text{disj}(X_1, X_2) \in \mathcal{T}$, we include the CQ $(\phi) \leftarrow X_1(\vec{x}) \land X_2(\vec{x})$ in $\Psi$, where $\vec{x}$ contains variables of the appropriate types. By Theorem 6.6, we can answer these CQs, and we know that $\mathcal{K}$ is consistent iff none of the CQs in $\Psi$ is entailed by $\mathcal{K}'$.

6.6 The Special Case of Unary Predicates

We consider again the special case of a unary, decidable concrete domain $\mathcal{D}$ satisfying (infinitediff), as in [38]. We show that in this case the ABox completion is not necessary, i.e., we can extend the rewriting of 6.4 directly to the substructure $\mathcal{I}_{\mathcal{K}'}^{(0)}$ of $\mathcal{I}_\mathcal{A}$, which does not contain any variables. Before we come to the proof, we make several critical observations (see also Section 2.2):

- By Lemma 2.7, we can add the equality predicates to $\mathcal{D}$ without affecting (infinitediff). Moreover, since the binary equality predicate $=$ cannot occur in $\mathcal{T}$ or $\phi$, for $\rightarrow_{\mathcal{D}}$, it suffices to decide implications that do not contain $=$. It is easy to see that the unary predicates $\equiv_d (d \in \Delta^\mathcal{D})$ do not affect decidability.
- The rewriting $\Phi_{\mathcal{T}}$ cannot contain $=$, and any atom $=d(v)$ can be eliminated by replacing $v$ with $d$. Hence, the rewritten CQs are formulated over $\mathcal{D}$.
- By Lemma 2.8, $\mathcal{D}$ is convex due to the predicates $\equiv_d$. Moreover, $\mathcal{D}$ is trivially functional.
- The only places where polynomiality and constructivity of $\mathcal{D}$ are needed are in the constructions of $\mathcal{R}_{\mathcal{T}, 2}$ (for condition (B3) of boundedness) and $f_\mathcal{K}$ (to obtain $f_\mathcal{K}(\mathcal{I}_\mathcal{A})$). We now define a weaker notion of boundedness without $\mathcal{R}_{\mathcal{T}, 2}$ that suffices for unary concrete domains, and subsequently show that one can directly use $\mathcal{I}_\mathcal{A} = \mathcal{I}_\mathcal{K}^{(0)}$ instead of $f_\mathcal{K}(\mathcal{I}_\mathcal{A})$. Hence, $\mathcal{D}$ does not need to be polynomial or constructive, and our results apply to any unary, decidable concrete domain $\mathcal{D}$ that satisfies (infinitediff).
To get rid of $\mathcal{R}_{T,2}$, observe that, since $\mathcal{D}$ is unary, all constraint sets can be partitioned into independent components for each involved concrete domain variable. We will consider each separately, and hence assume in the following that all $\Gamma \in \Gamma_T$ contain at most one variable. Note that all constraint sets $I_a$, $a \in \mathbb{N}_c$, are also of this form, i.e., for each variable or constant occurring in them they contain an element of $\Gamma_T$. We adapt the notion of boundedness and say that a CQ is weakly bounded if condition $[B1]$ is modified such that each object variable $x$ may have an arbitrary number of bound concrete domain variables $v$, but the value comparison atoms involving $v$ must form an element of $\Gamma_T$. The overall size and number of CQs in the rewriting is still bounded since two nondistinguished concrete domain variables satisfying the same attribute and value comparison atoms can clearly be merged into one variable without affecting the semantics. Hence, Lemmas 6.2 and 6.3 still hold in this setting. As a consequence of these changes, case $[B2]$ in the definition of boundedness is now subsumed by $[B1]$. This also means that the rewriting cannot produce atoms of the form $[B3]$, and hence the only remaining case is $[B1]$. Another consequence of this is that we do not need to compute the set $\mathcal{R}_{T,2}$.

We now provide the final missing piece for our arguments above, by showing that the rewriting can be directly evaluated over $\mathcal{I}_K^{(0)}$ instead of $f_K(\mathcal{I}_A)$ (cf. Lemmas 6.4 and 6.5).

**Lemma 6.7.** If $\mathcal{D}$ is unary, decidable, and satisfies (infdiff), and $\mathcal{K}$ is consistent, then we have

$$\text{ans}_\Delta(\phi, \mathcal{I}_K) = \bigcup_{\phi' \in \Phi_T} \text{ans}(\phi', \mathcal{I}_K^{(0)}).$$

**Proof.** Since $\mathcal{I}_K^{(0)}$ is also a substructure of $\mathcal{I}_K$, soundness of the rewrite rules can be shown as in Lemma 6.2. For the other direction, we already know from Lemma 6.4 that for each $a$ with $\mathcal{I}_K \models a(\phi)$ there exists a $\phi' \in \Phi_T$ such that $\mathcal{I}_A \models a'(\phi')$ and $a(\phi)$ and $a'(\phi')$ yield the same answer tuple. We can extend the arguments from the proof of that lemma to find a rewriting of $\phi$ that obtains the same answer from $\mathcal{I}_K^{(0)}$. Hence, assume that $\ell > 0$ is minimal such that $\mathcal{I}_K^{(\ell)} \models a'(\phi')$ holds for some $\phi' \in \Phi_T$ and a potential answer $a'$ for which $a(\phi)$ and $a'(\phi')$ yield the same answer tuple. Let $\pi$ be a homomorphism of $a'(\phi')$ into $\mathcal{I}_K^{(\ell)}$. Most of the arguments in the proof of Lemma 6.4 still apply here, and many are not necessary (i.e., those for predicates of higher arity), with a few exceptions.

- For the case that $[CR1]$ was applied to an inclusion $\exists \mathcal{U}. \Pi \subseteq X_2$ to obtain $\mathcal{I}_K^{(\ell)}$, it suffices to note that, if the application of this inclusion to $\phi'$ results in two nondistinguished concrete domain variables having isomorphic sets of attribute and value comparison atoms, then one of these variables can be removed without affecting the semantics of the query.

- For the case of $[CR4]$, assume that the inclusion $\exists \mathcal{U}. \Pi$ was applied to $e \in B(\mathcal{U})$, resulting in $(e, v) \in U^{\mathcal{U}}$ and the new atom $\Pi(v) \in \Gamma_T^{(\ell)}$. As in the proof of Lemma 6.4, the first step is to rewrite atoms $\Pi'(v')$ that are implied by $\Gamma_T^{(\ell)}$, but not already by $\Gamma_T^{(\ell-1)}$. This can only be the case if $\pi(a'(v')) = v$ since otherwise its satisfaction would not depend on the new atom $\Pi(v)$. Hence, we can simply replace $v$ in $\Gamma_T^{(\ell)}$ by $v'$ to obtain an element of $\Gamma_T$ that implies $\Pi'(v')$, which can be used by infer. The property $[B1]$ can be preserved by a suitable substitution, as in the case of $[CR1]$ above. The atoms $\Pi'(v')$ and $\Pi(x, v')$ in $\phi'$ can then be merged as in the proof of Lemma 6.4. Assume now that the resulting two atoms $\Pi'(v')$, $\Pi(x, v')$ of $\phi''$ are such that $v'$ is mapped by $\pi$ and $a'$ to a constant $d$. By the satisfaction condition $U(x, v')$, it then must be the case that $=d, v$ is implied by $\Gamma_T^{(\ell)}$. Since the only atom involving $v$ in $\Gamma_T^{(\ell)}$ is $\Pi(v)$, the predicate $\Pi$ must be of the form $=d$. Hence, we can split the variable $v'$, and obtain a fresh nondistinguished variable $v''$ and the atoms $=d(v')$, $=d(v'')$, and $U(x, v'')$. The first atom is satisfied by $\pi$ and $a'$ in $\mathcal{I}_K^{(\ell)}$, while the other two can be satisfied by mapping $v''$ to $v$. This finally allows to apply a rewriting step for $\exists \mathcal{U}. \Pi$ via infer, obtaining an element of $\Phi_T$ that is satisfied in $\mathcal{I}_K^{(\ell-1)}$.
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• The case of \( \text{[CR6]} \) can again be treated in the same way.

We obtain the claimed FO rewriting for unary concrete domains.

**Theorem 6.8.** If \( \mathcal{D} \) is unary, decidable, and satisfies \((\text{infinitediff})\), then safe and \( \mathcal{T} \)-restricted CQs are FO rewritable w.r.t. DL-Lite\(_{\text{core}}^{(HF)}(\mathcal{D}) \) TBoxes \( \mathcal{T} \), and the rewritings are computable.

**Proof.** This follows directly from Lemmas 5.9 and 6.7

Further note that consistency of KBs is still decidable since \( \mathcal{D} \) is decidable. Thus, we have extended the results of \([38]\) to a more expressive ontology language, and added the missing condition of \( \mathcal{T} \)-restrictedness.

## 7 Related Work

The roots of our research lie in the built-in predicates of relational database systems \([1]\). A lot of effort has been spent on analyzing query containment for CQs with built-in predicates in this context, with the usual goal of finding equivalent queries that are easier to evaluate. As expected, built-in predicates increase the complexity from NP to \( \Pi^p_2 \), \( \text{PSpace} \), or even make the problem undecidable \([2, 9, 22]\).

More recently, concrete domains have been investigated as an extension of classical DL reasoning problem, and found to cause similar problems \([26, 28, 30]\). Starting with \([34, 35]\), the problem of CQ answering has been investigated in DLs capable of referring to concrete values. Under similar restrictions as for roles, attributes were found to not increase the complexity of this reasoning task. However, it was only in \([3, 37, 38]\) that also the queries were allowed to refer to concrete values, and several known techniques were extended to deal with this case. However, most of this work is restricted to unary concrete domain predicates, which is justified by the OWL 2 standard \([31]\).

Only very recently were CQs with the binary predicate \( \leq \) over the rational numbers considered \([18, 19]\). These papers classify a restricted form of CQs according to their data complexity over the concrete domain \((\mathbb{Q}, \leq)\); the authors obtain a \( \text{P}/\text{co-NP} \) dichotomy result based on a classification of the patterns of value comparison atoms occurring in the query and TBox. In \([19]\), the abstract canonical model is called universal pre-model, and solutions are called completion functions. There are several differences to our approach. On the one hand, \((\mathbb{Q}, \leq)\) is not convex, and \([19]\) does not need our safety restriction since the authors are interested also in the \( \text{co-NP} \)-hard cases (cf. Lemma 4.4). On the other hand, our queries are not restricted to satisfy the so-called bounded match depth property, which in particular holds if the CQ is rooted, i.e., all object variables are connected via atoms to a constant or an answer variable, or if the TBox has a finite canonical model w.r.t. all ABoxes (see \([19]\) Lemma 4.3 for details). Moreover, our ontology language is incomparable to the one in \([19]\), which is an extension of DL-Lite\(_A\) with qualified attribute restrictions of the form \( \exists U.\phi \) or \( \forall U.\phi \) on the right-hand side of concept inclusions, where \( \phi \) is a \( \mathcal{D} \)-conjunction in which all variables except one are existentially quantified. Hence, such restrictions are essentially unary in that they can refer only to one attribute value explicitly; however, they allow to refer to the existence of concrete domain values that are not involved in an attribute. It is easy to see that our logic DL-Lite\(_{\text{core}}^{(HF)}(\mathcal{D}) \) can simulate \( \exists U.\phi \), and we conjecture that our results could be extended to cover also \( \forall U.\phi \). While Lemma 4.4 and results in \([1, 37]\) show that (combined) rewritability cannot hold for the more general setting of non-convex concrete domains with non-safe CQs, it is still open whether the results of \([19]\) can be extended to arbitrary CQs and TBoxes with \( \exists U_1, \ldots, U_m.\Pi \) or \( \exists U.\phi \) on the left-hand side of concept inclusions.

The technique we employ for obtaining the query rewriting is based on the first algorithms for DL-Lite \([10]\) and not very sophisticated. There is definitely room for improvement, e.g.,
obtaining a combined rewriting that is (nearly) polynomial in the size of the query and the TBox \[23\], or rewriting into a different query language like (non-recursive) Datalog \[36\].

In less closely related research, very expressive aggregates over concrete values are considered, but only under so-called closed world or epistemic semantics, i.e., decoupled from the logical reasoning \[16, 20\].

8 Conclusion

Our combined rewritability result for CQs with built-in predicates over \(DL-Lite^{\text{core}}(HF)(D)\) ontologies establishes for the first time a polynomial data complexity for query answering w.r.t. ontologies formulated in an ontology language with \(n\)-ary concrete domains. These results subsume the ones of \[38\] for the case of unary concrete domains, and they are orthogonal to the results in \[19\]. In the latter work, the data complexity is in general co-NP, and the authors investigate for which queries this goes down to P.

Until now, our focus was on showing rewritability and complexity results. To be useful in practice, the size of the rewriting needs to be reduced, e.g., by investigating whether more concise rewritings \[23\] or alternative target languages \[36\] can be employed in our setting. Instead of considering all possible implications in the concrete domain, it may also be possible to realize the operator \(\text{infer}_D\) by a dedicated solving engine for the concrete domain. In addition to considering minor extensions, like allowing for concrete domain variables and predicates in the ABox as in \[26\], we will also try to extend the language by local identification constraints (keys) \[11\] and functional roles on the right-hand side of inclusions, and investigate whether FO rewritability holds in the general case.
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