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Abstract
Concrete domains have been introduced in Description Logic (DL) to enable reference to concrete objects (such as numbers) and predefined predicates on these objects (such as numerical comparisons) when defining concepts. The primary research goal in this context was to find restrictions on the concrete domain such that its integration into certain DLs preserves decidability or tractability. In this paper, we investigate the abstract expressive power of logics extended with concrete domains, namely which classes of first-order interpretations can be expressed using these logics. In the first part of the paper, we show that, under natural conditions on the concrete domain (which also play a role for decidability), extensions of first-order logic (FOL) or \(\mathcal{ALC}\) with \(\mathcal{D}\) share important formal properties with FOL, such as the compactness and the Löwenheim-Skolem property. Nevertheless, their abstract expressive power need not be contained in that of FOL. In the second part of the paper, we investigate whether finitely bounded homogeneous structures, which preserve decidability if employed as concrete domains, can be used to express certain universal first-order sentences, which then could be added to DL knowledge bases without destroying decidability. We show that this requires rather strong conditions on said sentences or an extended scheme for integrating the concrete domain that leads to undecidability.
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1. Introduction
Most DLs \([1]\) are decidable fragments of first-order logic (FOL), i.e., their expressive power \([2, 3]\) is below that of FOL, but there are also decidable DLs whose knowledge bases (KBs) cannot always be expressed by an FOL sentence \([4]\). A case in point are DLs with concrete domains \([5, 6]\), at least at first sight. In such DLs we can refer to elements of the concrete domain and use predefined constraints over these elements when defining concepts. For example, assume that we want to model physical objects, collected in a concept (i.e., unary predicate) \(PO\), which can be decomposed into their proper parts using a role (i.e., binary predicate) \(hpp\) for “has proper part.” If we want to take the weight of such objects into account, it makes sense to assign a number for its weight to every physical object using a feature (i.e., partial function) \(w\), and to
state that this weight is positive and that proper parts are physical objects that have a smaller weight than the whole. Using the syntax employed in [6, 7] and in the present paper, these conditions can be expressed with the help of value restrictions and concrete domain restrictions w.r.t. an appropriate concrete domain by the following concept inclusion (CI):

\[ PO \subseteq \forall hpp. PO \sqcap \exists w. (x_1 > 0) \sqcap \forall w, hpp w. > (x_1, x_2). \]  

Depending on what kind of decomposition into proper parts we have in mind, we can use the rational numbers or the integers as concrete domain. The former would be more appropriate for settings like cutting a cake, where a given piece can always be cut into even smaller parts, whereas the latter is more appropriate for settings where physical objects are composed of finitely many atomic parts that cannot be divided any further. Interestingly, as we will show in this paper, this decision also has an impact on the formal properties that the logic (in the example, the DL $\mathcal{ALC}$) extended with such a concrete domain satisfies. If we employ the integers, then for any element of $PO$ there is a positive integer such that the length of all $hpp$-chains issuing from it are bounded by this number. Using this fact, it is easy to show that the logic at hand is not compact, i.e., there may be unsatisfiable infinite sets of sentences for which all finite subsets are satisfiable. In particular, this implies that the abstract expressive power of this logic, which considers only the abstract domain and the interpretation of concept and role names, but ignores the feature values, cannot be contained in $\mathcal{FOL}$. For the rational numbers, the results obtained in this paper imply that the extension of $\mathcal{ALC}$ or $\mathcal{FOL}$ with this concrete domain shares the compactness and the Löwenheim-Skolem property with $\mathcal{FOL}$. The reason is that the rational numbers with $>$ are homomorphism $\omega$-compact [8, 7], which means that a countable set of constraints is solvable iff all its finite subsets are solvable. We can, however, prove that the abstract expressive power of these logics is nevertheless not contained in $\mathcal{FOL}$.

In the presence of CIs, integrating even rather simple concrete domains into the DL $\mathcal{ALC}$ may cause undecidability [9, 8]. To overcome this problem, the notion of $\omega$-admissible concrete domains was introduced in [6], and it was shown that integrating such a concrete domain into $\mathcal{ALC}$ leaves reasoning decidable also in the presence of CIs. Since $\omega$-admissibility requires a rather complex combination of conditions (including homomorphism $\omega$-compactness), no new $\omega$-admissible concrete domains were exhibited after the publication of [6], until [8, 7] related $\omega$-admissibility to well-known notions from model theory. In particular, it was shown there that finitely bounded homogeneous structures yield $\omega$-admissible concrete domains. Since such structures can be defined using universal first-order sentences, our question was whether the abstract part of a model of a KB can be forced to satisfy said sentences using appropriate CIs. Note that role inclusion axioms (RIAs) are universal first-order sentences, which preserve decidability if they satisfy a certain regularity condition [10, 11]. It is not clear whether regularity of a finite set of RIAs is decidable, though there are decidable sufficient conditions for regularity [10, 11]. As proved in [8, 7], it is actually decidable whether a given universal first-order sentence induces a finitely bounded homogeneous structure or not. Our hope was that adding universal first-order sentences that induce finitely bounded homogeneous structures to a KB could be shown to preserve decidability using decidability of the corresponding DL with such structures as concrete domain. Unfortunately, it turns out that this reduction does not work in general. We considered two ways for overcoming this problem. One puts additional conditions on the universal first-order sentences. Whereas then the reduction indeed works, the condition is so strict that
decidability can also be shown using known results for conjunctive query answering w.r.t. $\mathcal{ALC}$ ontologies [12]. Our second approach uses negated roles in concrete domain restrictions. In our example, we could then also describe the class of physical objects whose weight is not larger than the weight of any object that is not a proper part of it as $\forall w, \neg hpp \ w. \leq (x_1, x_2)$. We can show, however, that such an extension may cause undecidability even for a concrete domain that is finitely bounded and homogeneous.

2. Logics with Concrete Domains

We define the notion of first-order logic with concrete domains, and introduce DLs with concrete domains as fragments. Then, we define the notion of abstract expressive power of a logic with concrete domains. But first, we recall some algebraic notions that are needed later on.

Relational structures. A relational signature $\tau$ is a set of relation symbols, each with an associated natural number called its arity. A relational $\tau$-structure $\mathfrak{A}$ (or simply $\tau$-structure or a structure) consists of a set $A$, called its domain, together with relations $P^{\mathfrak{A}} \subseteq A^k$ for each symbol $P \in \tau$ of arity $k$. The structure $\mathfrak{A}$ is called finite if its domain $A$ is finite. A homomorphism between $\tau$-structures $\mathfrak{A}$ and $\mathfrak{B}$ is a mapping $h: A \rightarrow B$ such that $\bar{t} \in P^{\mathfrak{A}}$ implies $h(\bar{t}) \in P^{\mathfrak{B}}$ for $\bar{t} \in A^k$ and $P \in \tau$ a $k$-ary relation. We write $\mathfrak{A} \rightarrow \mathfrak{B}$ if there is a homomorphism from $\mathfrak{A}$ to $\mathfrak{B}$. We say that the homomorphism $h$ is strong if $\bar{t} \in P^{\mathfrak{A}}$ iff $h(\bar{t}) \in P^{\mathfrak{B}}$ holds. An embedding is an injective strong homomorphism between structures, while an isomorphism is a surjective embedding. An automorphism is an isomorphism from a structure to itself. If $A \subseteq B$ and $\mathfrak{A}$ embeds into $\mathfrak{B}$, we say that $\mathfrak{A}$ is a (induced) substructure of $\mathfrak{B}$ and $\mathfrak{B}$ an extension of $\mathfrak{A}$.

Concrete domains. From an algebraic point of view, a concrete domain is a $\tau$-structure $\mathfrak{D}$ for a relational signature $\tau$, and a constraint system for $\mathfrak{D}$ is a $\tau$-structure $\mathfrak{A}$. This constraint system is satisfiable in $\mathfrak{D}$ if $\mathfrak{A} \rightarrow \mathfrak{D}$ and unsatisfiable otherwise. We call a homomorphism $h: A \rightarrow D$ a solution of $\mathfrak{A}$ in $\mathfrak{D}$. For example, consider the structure $\mathfrak{Q} := (\mathbb{Q}, <)$ of rational numbers with the standard ordering relation. The structure $\mathfrak{A} := (\{x_1, x_2\}, \{(x_1, x_2), (x_2, x_1)\})$ is a finite constraint system that is unsatisfiable in $\mathfrak{Q}$. As a formula, this can be written as $x_1 > x_2 \land x_2 > x_1$, and the fact that $\mathfrak{A} \not\rightarrow \mathfrak{Q}$ corresponds to the fact that one cannot assign elements of $\mathbb{Q}$ to the variables $x_1, x_2$ such that this formula becomes true in $\mathfrak{Q}$.

First-order logic with concrete domains. Let $\mathfrak{D}$ be a concrete domain over a relational signature $\tau$, $\sigma$ be a first-order signature, and $\mathcal{F}$ be a countable set of feature symbols. The formulae of first-order logic with the concrete domain $\mathfrak{D}$, $\text{FOL}_{\mathfrak{D}}(\tau)$ (or simply $\text{FOL}(\mathfrak{D})$), are obtained by extending the usual inductive definition for $\text{FOL}$ with the following two base cases:

- definedness predicates $\text{Def}(f)(t)$ with $f \in \mathcal{F}$ and $t$ a $\sigma$-term, and
- concrete domain predicates $P(f_1, \ldots, f_n)(t_1, \ldots, t_n)$ with $P \in \tau$, $f_i \in \mathcal{F}$, $t_i$ $\sigma$-terms.

The semantics of $\text{FOL}(\mathfrak{D})$ formulae is defined inductively, using a first-order interpretation $\mathcal{I} = (\Delta^\mathcal{I} , \mathcal{I})$ for $\sigma$ extended with a set $\mathfrak{f}$ of partial functions $f^\mathfrak{f}: \Delta^\mathcal{I} \rightarrow D$ for $f \in \mathcal{F}$, and an assignment $w$ mapping variables to elements of $\Delta^\mathcal{I}$. The semantics of terms, Boolean
connectives and first-order quantifiers is defined as usual, where we denote the interpretation of a term \( t \) by \( I \) and \( w \) as \( I^t, w \). The new predicates are interpreted as follows:

- \((I, \mathfrak{G}), w \models \text{Def}(f)(t)\) if \( f^\mathfrak{G}(I^t, w) \) is defined, and
- \((I, \mathfrak{G}), w \models P(f_1, \ldots, f_n)(t_1, \ldots, t_n)\) if \( (f_1^\mathfrak{G}(I^t_1, w), \ldots, f_n^\mathfrak{G}(I^t_n, w)) \in PD\).

Note that \( (f_1^\mathfrak{G}(I^t_1, w), \ldots, f_n^\mathfrak{G}(I^t_n, w)) \in PD \) entails that \( f_i^\mathfrak{G}(I^t_i, w) \) must be defined for \( i = 1, \ldots, n \).

The tuple \((I, \mathfrak{G})\) is a model of the FOL(\( \mathfrak{D} \)) sentence \( \phi \) (i.e., formula without free variables), in symbols \( (I, \mathfrak{G}) \models \phi \), if \((I, \mathfrak{G}), w \models \phi \) for some (and thus all) assignments \( w \).

**Description Logics with concrete domains.** For an arbitrary DL \( DL \), a given concrete domain \( \mathfrak{D} \) can be integrated into \( DL \) with the help of concrete domain restrictions. Concrete domain restrictions for \( \mathfrak{D} \) are concept constructors of the form \( \exists p.P(\vec{x}) \) or \( \forall p.P(\vec{x}) \), with \( p = p_1, \ldots, p_k \) a sequence of \( k \) feature paths, \( P \) a \( k \)-ary predicate of \( \mathfrak{D} \), and \( \vec{x} = x_1, \ldots, x_k \) a \( k \)-tuple of variables. In the context of this paper, a feature path is either a feature name \( f \) or an expression \( rf \) with \( f \) a feature name and \( r \) a role name. We denote the DL obtained from \( DL \) by adding these restrictions as concept constructors with \( DL(\mathfrak{D}) \).

To define the semantics of \( DL(\mathfrak{D}) \), we assume that concepts of \( DL \) can be translated into FOL formulae with one free variable \( x \) using a translation function \( \pi_x \). We extend this translation function to map concepts of \( DL(\mathfrak{D}) \) to formulae of FOL(\( \mathfrak{D} \)) by providing the translation of concrete domain restrictions. Taking \( \vec{x}, \vec{p} \) as defined above, let \( I \subseteq \{1, \ldots, k\} \) be such that \( p_i = r_i f_i \) if \( i \in I \) and \( p_i = f_i \) otherwise. We define \( \vec{y} := y_1, \ldots, y_k \) by setting \( y_i = x_i \) if \( i \in I \) and \( y_i = x \) otherwise, and \( \vec{z} \) as the sequence of variables \( y_i \) with \( i \in I \). The translation of concrete domain restrictions is then defined as follows:

\[
\pi_x(\exists p.P(\vec{x})) := \exists \vec{z}. \left( \bigwedge_{i \in I} r_i(x, y_i) \land P(f_1, \ldots, f_k)(\vec{y}) \right),
\]

\[
\pi_x(\forall p.P(\vec{x})) := \forall \vec{z}. \left( \bigwedge_{i \in I} r_i(x, y_i) \land \bigwedge_{i=1}^k \text{Def}(f_i)(y_i) \rightarrow P(f_1, \ldots, f_k)(\vec{y}) \right). \tag{2}
\]

The semantics of TBoxes and ABoxes of the DL \( DL(\mathfrak{D}) \) is then defined in the usual way by translation into FOL(\( \mathfrak{D} \)) sentences. It is easy to see that the semantics of concrete domain restrictions given by the translation in (2) coincides with the direct model-theoretic semantics in [6, 7]. In [6], extensions of the predicates of a concrete domain \( \mathfrak{D} \) by disjunctions of its base predicates are allowed to be used in concrete domain restrictions, whereas in [7] even predicates first-order definable from the base predicates are considered. These extensions can clearly also be translated into FOL(\( \mathfrak{D} \)). We denote them as \( DL_{\vee}(\mathfrak{D}) \) and \( DL_{\exists}(\mathfrak{D}) \), respectively.

**Abstract expressive power.** If we want to compare the expressive power of (a fragment of) FOL with that of (a fragment of) FOL(\( \mathfrak{D} \)), we have the problem that the semantic structures they are based on differ in that, for the latter, one additionally has a collection of partial functions into the concrete domain. To overcome this difference, we say that the first-order interpretation \( I \) is an abstract model of the FOL(\( \mathfrak{D} \)) sentence \( \phi \), in symbols \( I \models_\mathfrak{D} \phi \), if there is an interpretation of the feature symbols \( \mathfrak{G} \) such that \( (I, \mathfrak{G}) \models \phi \). The FOL sentence \( \psi \) is called abstractly equivalent to the FOL(\( \mathfrak{D} \)) sentence \( \phi \) if the abstract models of \( \phi \) are exactly the models of \( \psi \).
Example 1. Consider the concrete domain $\mathcal{N} := (\mathbb{N}, \text{even}, \text{odd}, =)$ where even, odd are unary relations and $=$ is a binary relation, with the standard meaning. We can always force the interpretation of a feature name $f$ to be a total function using the inclusion $T \subseteq \exists f, f.=(x_1, x_2)$. This implies that $T := \{A \subseteq \forall f.\text{even}(x), B \subseteq \forall f.\text{odd}(x), \top \subseteq \exists f, f.=(x_1, x_2)\}$ is an $\mathcal{ALC}(\mathcal{N})$ TBox abstractly equivalent to $A \equiv \neg B$.

The abstract expressive power of (a fragment of) $\mathcal{FOL}(\mathcal{D})$ is determined by which classes of abstract models can be defined by its sentences. Given a fragment of $\mathcal{FOL}(\mathcal{D})$ (e.g., $\mathcal{ALC}(\mathcal{D})$), we say that its abstract expressive power is contained in $\mathcal{FOL}$ if every sentence of this fragment is abstractly equivalent to an $\mathcal{FOL}$ sentence.

Example 2. In the introduction we have given an example showing that, for a concrete domain $\mathcal{D}$ over the integers with predicates $x > y$ and $x > 0$, the abstract expressive power of $\mathcal{ALC}(\mathcal{D})$ is not contained in $\mathcal{FOL}$. The argument we have used there is based on the fact that $\mathcal{FOL}$ is compact, but $\mathcal{ALC}(\mathcal{D})$ is not. In fact, the CI (1) enforces that, for any element of PO, there is a positive integer such that the length of all hpp-chains issuing from it are bounded by this number. Assume that $\psi$ is an $\mathcal{FOL}$ sentence that is abstractly equivalent to this CI. Clearly we can write, for all $n \geq 1$, an $\mathcal{FOL}$ sentence $\psi_n$ that says that the constant $a$ is an element of PO and the starting point of an hpp-chain of length $n$. Then any finite subset of $\{\psi\} \cup \{\psi_n \mid n \geq 1\}$ is satisfiable, but the whole set cannot be satisfiable since the CI (1) enforces a finite bound on the length of chains issuing from $a$. Since $\mathcal{FOL}$ is compact, this shows that $\psi$ cannot be a first-order sentence.

However, even if $\mathcal{ALC}(\mathcal{D})$ is compact for a given concrete domain $\mathcal{D}$, its abstract expressive power need not be contained in $\mathcal{FOL}$.

Example 3. Consider the concrete domain $\mathcal{Q} := (\mathbb{Q}, >, =, <)$. The results shown in the next section imply that the logic $\mathcal{FOL}(\mathcal{Q})$ is compact, and thus also its fragment $\mathcal{ALC}(\mathcal{Q})$. Nevertheless, the abstract expressive power of $\mathcal{ALC}(\mathcal{Q})$ is not contained in $\mathcal{FOL}$. To see this, consider the CI $T \subseteq \exists f, f.=(x_1, x_2) \cap \forall f, rf.>(x_1, x_2)$ and assume that there is an $\mathcal{FOL}$ sentence $\psi$ that is equivalent to it. Then $\mathcal{Q}$, where $>$ is the interpretation of $r$, is an abstract model of the CI, and thus of $\psi$. In fact, one can use the identity function to interpret the feature $f$. It is well-known that $\mathcal{Q}$ and $\mathbb{R}$ are elementarily equivalent, i.e., satisfy the same $\mathcal{FOL}$ formulae. Consequently, $\mathcal{Q}$ is a model of $\psi$, and thus an abstract model of the CI. This means that there is an interpretation $f^\delta$ of $f$ such that $((\mathbb{R}, >), \exists)\mathcal{T}$ is a model of the above CI. As seen in Example 1, the conjunct $\exists f, f.=(x_1, x_2)$ forces $f^\delta$ to be total. Assume that $\nu, \mu$ are distinct real numbers, and (w.l.o.g) that $\nu > \mu$. Then the restriction $\forall f, rf.>(x_1, x_2)$ implies $f^\delta(\nu) > f^\delta(\mu)$, and thus $f^\delta(\nu) \neq f^\delta(\mu)$. This shows that $f^\delta$ is injective. However, since $\mathbb{R}$ is uncountable and $\mathbb{Q}$ is countable, there cannot be an injective function from $\mathbb{R}$ to $\mathbb{Q}$.

3. First-order Properties of Logics with Concrete Domains

First-order logic satisfies a number of interesting formal properties, usually shown in any introductory textbook in logic [13, 14]:

(Downward) Löwenheim-Skolem: If a sentence $\phi$ is satisfiable, then it has a model whose domain is at most countable.
(Upward) Löwenheim-Skolem: If a sentence $\phi$ has a model with an infinite domain, then it has a model with an uncountable domain.

(Countable) Compactness: If $\Phi$ is a countable set of sentences and every finite subset of $\Phi$ is satisfiable, then $\Phi$ is satisfiable.

We will show that, under natural conditions on the concrete domain $\mathcal{D}$, $\textrm{FOL}(\mathcal{D})$ shares most and $\mathcal{ALC}(\mathcal{D})$ shares all of these properties with $\textrm{FOL}$. The first condition states that constraint solving in $\mathcal{D}$ is compact in the sense that a countable constraint system for $\mathcal{D}$ is satisfiable iff every of its finite subsets is satisfiable. In the algebraic language introduced in the previous section, this condition is called homomorphism $\omega$-compactness. Note that this is one of the conditions required for \( \omega \)-admissibility of a concrete domain [6].

Definition 1. The age of a $\tau$-structure $\mathcal{B}$, denoted with $\text{Age}(\mathcal{B})$, is the set of all finite $\tau$-structures $\mathcal{A}$ such that $\mathcal{A}$ embeds into $\mathcal{B}$. A concrete domain $\mathcal{D}$ is homomorphism $\omega$-compact if, for every countable $\tau$-structure $\mathcal{B}$, $\mathcal{B}$ is satisfiable in $\mathcal{D}$ iff every $\mathcal{A} \in \text{Age}(\mathcal{B})$ is satisfiable in $\mathcal{D}$.

The second condition is that the concrete domains $\mathcal{D}$ is closed under negation, i.e. for every predicate symbol $P$ of $\mathcal{D}$ there is a predicate symbol $P_\mathcal{D}$ of $\mathcal{D}$ such that $\bar{d} \in P_\mathcal{D}$ iff $\bar{d} \notin P$. This condition appears in the definition of admissibility for concrete domains [5], and is needed since our logics can express negation of concrete domain predicates. We assume in this section that the concrete domain $\mathcal{D}$ is homomorphism $\omega$-compact and closed under negation. The main tool for showing our results is a satisfaction-preserving translation of sets of $\textrm{FOL}(\mathcal{D})$ sentences into sets of $\textrm{FOL}$ sentences.

First-order translation. Let $\Phi$ be a (possibly infinite) set of $\textrm{FOL}(\mathcal{D})$ sentences. We translate $\Phi$ into a set of $\textrm{FOL}$ sentences $\Phi^{\textrm{FOL}}$ by replacing every atom of the form $P(f_1, \ldots, f_n)(t_1, \ldots, t_n)$ occurring in $\Phi$ with $P^{f_1, \ldots, f_n}(t_1, \ldots, t_n)$, where for every $n$-ary concrete domain predicate $P$ and features $f_1, \ldots, f_n$ we assume that $P^{f_1, \ldots, f_n}$ is a new $n$-ary predicate symbol in the first-order signature. Similarly, every atom of the form $\text{Def}(f)(t)$ is replaced with $\text{Def}_\mathcal{D}(t)$ where $\text{Def}_\mathcal{D}$ is a new predicate symbol for every feature $f$. Every set $\Gamma$ of atoms of the form $P^{f_1, \ldots, f_n}(x_1, \ldots, x_n)$ induces a constraint system $\mathcal{B}_\Gamma$ with relations

$$P^{\mathcal{B}_\Gamma} := \{(f^{1}_1, \ldots, f^{n}_{m}) \mid P^{f_1, \ldots, f_n}(t_1, \ldots, t_n) \in \Gamma\}$$

and domain $B_\Gamma$ consisting of all elements $f_i$ occurring in some relation.

To capture the semantics of the concrete domain predicates and the definedness predicate, we additionally consider the set of $\textrm{FOL}$ sentences $\Psi^{\mathcal{D}}$ consisting of:

- for each of the new predicate symbols $P^{f_1, \ldots, f_n}$ the sentences
  $$\forall x_1, \ldots, x_n. P^{f_1, \ldots, f_n}(x_1, \ldots, x_n) \rightarrow \text{Def}_{f_1}(x_1) \land \ldots \land \text{Def}_{f_n}(x_n),$$
  $$\forall x_1, \ldots, x_n. \neg P^{f_1, \ldots, f_n}(x_1, \ldots, x_n) \rightarrow P^{f_1, \ldots, f_n}(x_1, \ldots, x_n) \lor \bigvee_{i=1}^{n} \neg \text{Def}_{f_i}(x_i),$$

- for every finite set $\Gamma$ of atoms of the form $P^{f_1, \ldots, f_n}(x_1, \ldots, x_n)$ the sentence $\forall \bar{x}. \bigwedge \Gamma \rightarrow \bot$ if $\mathcal{B}_\Gamma$ is unsatisfiable in $\mathcal{D}$, where $\bar{x}$ collects all the variables occurring in $\Gamma$. 

**Theorem 1.** Let $D$ be a homomorphism $\omega$-compact concrete domain that is closed under negation. The set of $\text{FOL}(D)$ formulae $\Phi$ is satisfiable in $\text{FOL}(D)$ iff $\Phi^{\text{FOL}} \cup \Psi^D$ is satisfiable in $\text{FOL}$.

**Proof sketch.** First, assume that $\Phi^{\text{FOL}} \cup \Psi^D$ is satisfiable. Since this is a countable set of first-order formulae, the downward Löwenheim-Skolem property of $\text{FOL}$ implies that there is an at most countable model $I$ of $\Phi^{\text{FOL}} \cup \Psi^D$. We show that we can extend $I$ with an interpretation $\bar{\Psi}$ of the features such that $(I, \bar{\Psi})$ is a model of $\Phi$. To this purpose, consider the set $\Gamma_2$ consisting of all expressions $P_1^{d_1} \ldots f_n^{d_n}(d_1, \ldots, d_n)$ that are satisfied in $I$, where $d_1, \ldots, d_n$ ranges over all elements of $I$ and $f_1, \ldots, f_n$ over all feature names. Let $B_2$ be the constraint system induced by $\Gamma_2$. Due to our construction of $\Psi^D$ and the fact that $I$ is a model of this set, we know that each of the finite substructures of $B_2$ is satisfiable in $D$. Since $B_2$ has countable domain and signature, homomorphism $\omega$-compactness implies that there exists a solution $h$ of $B_2$ in $D$.

For all feature names $f$ and elements $d \in I$ for which $f_d \in B_2$, we define $f^\delta(d) := h(f_d)$. Otherwise, we choose an arbitrary value for $f^\delta(d)$ if $\text{Def}_f(d)$ is true in $I$, and leave $f^\delta(d)$ undefined if false. The fact that, together with this interpretation of the features $\bar{\Psi}$, the $\text{FOL}$ interpretation $I$ is indeed a model of $\Phi$, is an immediate consequence of the following two claims (whose proofs can be found in the appendix):

1. $\text{Def}_f(d)$ is true in $I$ iff $\text{Def}(f)(d)$ is true in $(I, \bar{\Psi})$;
2. $P_1^{d_1} \ldots f_n^{d_n}(d_1, \ldots, d_n)$ is true in $I$ iff $P(f_1, \ldots, f_n)(d_1, \ldots, d_n)$ is true in $(I, \bar{\Psi})$.

Second, assume that $\Phi$ is satisfiable in $\text{FOL}(D)$ by the interpretation $\bar{I}$ of the $\text{FOL}$ part and the interpretation $\bar{\Psi}$ of the features. We extend $\bar{I}$ to an interpretation $\bar{\mathcal{I}}$ that also takes the new predicates $\text{Def}_f$ and $P_1^{d_1} \ldots f_n^{d_n}$ into account:

- $d$ belongs to $\text{Def}_f$ in $\bar{\mathcal{I}}$ iff $f^\delta(d)$ is defined,
- $(d_1, \ldots, d_n)$ belongs to $P_1^{d_1} \ldots f_n^{d_n}$ in $\bar{\mathcal{I}}$ iff $P(f_1^{\bar{\Psi}}(d_1), \ldots, f_n^{\bar{\Psi}}(d_n))$ holds in $D$.

Since $(I, \bar{\Psi})$ makes $\Phi$ true, it is easy to see that $\bar{\mathcal{I}}$ is a model of $\Phi^{\text{FOL}}$. In addition, it is a model of $\Psi^D$ due to the semantics of concrete domain restriction in $\text{FOL}(D)$ and the fact that $P_c$ is the complement of $P$ in $D$.

Thanks to this theorem, we can transfer some properties of $\text{FOL}$ to $\text{FOL}(D)$.

**Corollary 1.** If $D$ is a homomorphism $\omega$-compact concrete domain that is closed under negation, then $\text{FOL}(D)$ is countably compact and satisfies the downward Löwenheim-Skolem property. Homomorphism $\omega$-compactness is also a necessary condition for countable compactness. In general, $\text{FOL}(D)$ need not satisfy the upward Löwenheim-Skolem property.

**Proof sketch.** Compactness follows from Theorem 1. In fact, if $\Phi$ is unsatisfiable, then this theorem and compactness of $\text{FOL}$ yield a finite subset $\Psi$ of $\Phi^{\text{FOL}} \cup \Psi^D$ that is unsatisfiable. Then translating $\Psi \cap \Phi^{\text{FOL}}$ back to $\text{FOL}(D)$ yields an unsatisfiable finite subset of $\Phi$. The downward Löwenheim-Skolem property follows from the construction of the abstract model $\bar{I}$ in the if-direction of Theorem 1, which is at most countable.

Assume that the $\tau$-structure $B$ is a counterexample to the homomorphism $\omega$-compactness of $D$. Then $\Gamma_3 := \{ \forall x. (P(a_1, \ldots, a_n)(x, \ldots, x)) \mid P \in \tau$ and $(a_1, \ldots, a_n) \in P^B \}$ is a set of $\text{FOL}(D)$ sentences that is a counterexample to countable compactness of $\text{FOL}(D)$.
Finally, consider the concrete domain $Q := (Q, =, \neq)$, which is closed under negation and easily seen to be homomorphism $\omega$-compact. The $\mathsf{FOL}(Q)$ sentence
\[
\phi_{up} := \forall x, y. \text{Def}(f)(x) \land (x \neq y \rightarrow \neq(f, f)(x, y))
\]
states that $f$ is an injective function from the domain of an abstract model of $\phi_{up}$ into $Q$. Thus, no abstract model of $\phi_{up}$ can have an uncountable domain, as $Q$ is countable.

For $\mathcal{ALC}$ with a concrete domain, we can strengthen the result above and obtain the following.

**Corollary 2.** Let $D$ be a homomorphism $\omega$-compact concrete domain that is closed under negation, and $L \in \{\mathcal{ALC}(D), \mathcal{ALC}_v(D), \mathcal{ALC}_{fo}(D)\}$. Then $L$ is countably compact and satisfies the upward and the downward Löwenheim-Skolem property. Homomorphism $\omega$-compactness is also a necessary condition for countable compactness.

**Proof sketch.** Compactness and the downward Löwenheim-Skolem property are an immediate consequence of the fact that $L$ can be expressed in $\mathsf{FOL}(D)$. Regarding necessity of homomorphism $\omega$-compactness, it is easy to see that a counterexample $\mathfrak{B}$ to this property can also be turned into a counterexample to countable compactness of $L$, similar to our construction for $\mathsf{FOL}(D)$. The upward Löwenheim-Skolem is an immediate consequence of the fact that, like $\mathcal{ALC}$ [1], its extension $L$ is closed under disjoint unions (proof in the appendix).

### 4. Bounding Models through Concrete Domains

In [7], it was shown that finitely bounded structures that are also homogeneous yield $\omega$-admissible concrete domains, and thus preserve decidability if integrated into the DL $\mathcal{ALC}$. Finitely bounded structures can be defined using finitely many forbidden finite substructures, which are usually called *bounds*. Here, we employ an alternative definition that uses universal $\mathsf{FOL}$ sentences: a relational structure $\mathfrak{A}$ with a finite signature $\tau$ is finitely bounded iff $\text{Age}(\mathfrak{A})$ is the class of all finite models of some universal $\tau$-sentence $\Phi$ (see Lemma 3 in [7]). We say in this case that $\text{Age}(\mathfrak{A})$ is defined by $\Phi$. A structure $\mathfrak{A}$ is homogeneous if every isomorphism between finite substructures of $\mathfrak{A}$ extends to an automorphism of $\mathfrak{A}$. As pointed out in [7], countable relational structures with a finite signature that are homogeneous are also homomorphism $\omega$-compact. In addition, given a universal $\mathsf{FOL}$ sentence $\Phi$ over at most binary relation symbols, it is decidable in $\Pi^p_2$ if $\Phi$ defines the age of a homogeneous structure $\mathfrak{A}$ (Theorem 15 in [7]). The question is now whether, in this setting, one can use an $\mathcal{ALC}(\mathfrak{A})$ TBox $T_\Phi$ to express that the concept and role names of a given $\mathcal{ALC}$ TBox $T$ must satisfy $\Phi$. Note that, as just pointed out, for a given universal sentence $\Phi$ it is decidable whether it induces a finitely bounded homogeneous structure $\mathfrak{A}$. If this is the case, then reasoning w.r.t. $T \cup T_\Phi$, and thus w.r.t. $T$ and $\Phi$, is decidable. To be more precise, given an $\mathcal{ALC}$ TBox $T$ and a universal first-order sentence $\Phi$ over its concept and role names $\tau := N_C \cup N_R$, we first check, using the decision procedure in [7], whether $\Phi$ defines the age of a finitely bounded homogeneous structure. If this is the case, then let $D_\Phi$ be this structure. The results in [7] imply that reasoning in $\mathcal{ALC}(D_\Phi)$ is decidable. Next, we define the $\mathcal{ALC}(D_\Phi)$ TBox
\[
T_\Phi := \{ \top \sqsubseteq \exists f, f = (x, y) \} \cup \{ A \sqsubseteq \forall f, A(x) \mid A \in N_C \} \cup \{ \top \sqsubseteq \forall f, rf, r(x, y) \mid r \in N_R \}
\]
which encodes the existence of a homomorphism from its abstract models to $D_\Phi$.

**Lemma 1.** The interpretation $I$ is an abstract model of $T_h$ iff $I \rightarrow D_\Phi$. This implies that every model of $\Phi$ is an abstract model of $T_h$.

**Proof.** The first part of the lemma is an easy consequence of the definition of $T_h$. To prove the second part, assume that $I$ is a model of $\Phi$. By preservation of universal sentences under taking substructures [15], we obtain that $A \models \Phi$ for every $A \in \text{Age}(I)$, which shows that $\text{Age}(I) \subseteq \text{Age}(D_\Phi)$ since $\Phi$ defines $\text{Age}(D_\Phi)$. The elements of $\text{Age}(D_\Phi)$ embed into $D_\Phi$ by definition, and embeddings are homomorphisms. This shows that all the elements of $\text{Age}(I)$ are satisfiable in $D_\Phi$. Since $D_\Phi$ is homomorphism $\omega$-compact, we deduce that $I$ is satisfiable in $D_\Phi$. The first part of the lemma thus yields that $I$ is an abstract model of $T_h$. \qed

Unfortunately, under the assumptions made in this lemma, we cannot conclude that every abstract model of $T_h$ is a model of $\Phi$. In fact, assume that $I$ is a model of $T_h$ that is not a model of $\Phi$, i.e., $I \models \neg\Phi$. We could lead this assumption to a contradiction if we were able to show that this implies that $D_\Phi$ is a model of $\neg\Phi$. However, all we know about the relationship between $I$ and $D_\Phi$ is that $I \rightarrow D$. Since existential sentences (like $\neg\Phi$) are in general not preserved under homomorphisms, we cannot conclude from $I \models \neg\Phi$ that $D_\Phi \models \neg\Phi$. Example 7 in the appendix shows an actual counterexample. We look at two ways to overcome this problem: imposing further restrictions on $\Phi$ or adding further GCIs to $T_h$.

**Imposing further restrictions on $\Phi$.** We have seen above that the source of our problem is that general existential sentences need not be preserved under homomorphisms. However, it is well-known that existential positive sentences are [15]. Let us write $\text{nnf}(\phi)$ to denote the negation normal form of a sentence $\phi$. To obtain the desired result, it is enough to assume that $\text{nnf}(\neg\Phi)$ is existential positive.

**Theorem 2.** Let $D_\Phi$ be a finitely bounded homogeneous structure whose age is defined by the universal sentence $\Phi$. If $\text{nnf}(\neg\Phi)$ is existential positive, then $T_h$ and $\Phi$ are abstractly equivalent.

**Proof.** Assume that $I$ is an abstract model of $T_h$. By Lemma 1, there is a homomorphism from $I$ to $D_\Phi$. Let $\Psi := \text{nnf}(\neg\Phi)$. If $I \not\models \Phi$, then $I \models \neg\Phi$ and in particular $I \models \Psi$. Since $\Psi$ is existential positive, this implies $D_\Phi \models \Psi$. Since $\Psi$ is existential, this in turn implies that there is a finite substructure $A$ of $D_\Phi$ such that $A \models \Psi$, namely the substructure induced by the elements with which the existentially quantified variables of $\Psi$ are instantiated. Since $A$ belongs to $\text{Age}(D_\Phi)$, this yields a contradiction, which shows that $I \models \Phi$. The other direction has been shown in the proof of Lemma 1. \qed

Under the assumptions made in this theorem, reasoning in $\text{ALC}(D_\Phi)$ is decidable. Thus, the abstract equivalence of $\Phi$ and the $\text{ALC}(D_\Phi)$ TBox $T_h$ implies that we can add the universal formula $\Phi$ to any $\text{ALC}$ KB without losing decidability. However, the assumption that $\text{nnf}(\neg\Phi)$ is existential positive is so strong that decidability holds even if $\Phi$ does not define the age of a finitely bounded homogeneous structure.

**Proposition 1.** Let $\Phi$ be a universal first-order sentence over $N_C \cup N_R$ s.t. $\text{nnf}(\neg\Phi)$ is existential positive. Then, checking if a given $\text{ALC}$ KB $(T, A)$ has a model that satisfies $\Phi$ is decidable.
Let Theorem 3. It is again easy to see that $I \models \Phi$ since $\Phi$ is existential positive, it is equivalent to a union of Boolean conjunctive queries. Decidability of entailment of such a union by an $\mathcal{ALC}$ KB is known to be \text{ExpTime}-complete [12].

### Extending the TBox.

The TBox $\mathcal{T}_h$ encodes the existence of a homomorphism from its abstract models to the concrete domain $\mathcal{D}_\Phi$. We have seen above that, without further restrictions on $\Phi$, this does not ensure that the abstract models of $\mathcal{T}_h$ are also models of $\Phi$. The following proposition shows that it would be sufficient to encode the existence of a strong homomorphism.

**Proposition 2.** If an equality-free first-order sentence $\Psi$ is equivalent to an existential sentence, then it is preserved under strong homomorphisms.

**Proof.** Assume w.l.o.g. that $\Psi$ is in negation normal form, and let the $\tau$-structure $\mathfrak{A}$ be a model of $\Psi$ with a strong homomorphism $h: \mathfrak{A} \rightarrow \mathfrak{B}$. Let $\tau' := \tau \cup \{ P_c \mid P \in \tau \}$. We expand $\mathfrak{A}$ into $\mathfrak{A}'$ by setting $P^A_c := A^k \setminus P^A$ for every $k$-ary $P \in \tau$; likewise, we expand $\mathfrak{B}$ into $\mathfrak{B}'$. Then, $h: \mathfrak{A}' \rightarrow \mathfrak{B}'$ is a homomorphism. If we replace every occurrence of $\neg P$ in $\Psi$ with $P_c$, then $\mathfrak{A}'$ is a model of the resulting positive sentence $\Psi'$. Using homomorphism preservation of existential positive sentences, we obtain that $\mathfrak{B}' \models \Psi'$, which shows $\mathfrak{B} \models \Psi$. 

To encode the existence of a strong homomorphism between abstract models and the concrete domain, we need to extend the interface between the abstract and the concrete domain, which are the concrete domain restrictions $\exists \overline{p}. P(\overline{x})$ and $\forall \overline{p}. P(\overline{x})$. As introduced in Section 2, the feature paths in $\overline{p}$ are of the form $rf$ or $f$ for feature names $f$ and role names $r$. We extend this interface by allowing the use of negated roles $\neg r$ in addition to role names in such paths. The semantics of the resulting concrete domain restrictions is defined analogously to the translation (2), where $\neg r_i(x, x_i)$ is used instead of $r_i(x, x_i)$ if $p_i = \neg r_i g_i$. With this extension, we are now able to extend $\mathcal{T}_h$ to encode the existence of a strong homomorphism by adding $\neg A \sqsubseteq \forall f. \neg A(x)$ for $A \in N_C$ and $\top \sqsubseteq \forall f, \neg f, \neg r(x, y)$ for $r \in N_R$. We denote with $\mathcal{T}_{sh}$ the resulting TBox.

**Theorem 3.** Let $\mathcal{D}_\Phi$ be a finitely bounded homogeneous structure whose age is defined by the universal sentence $\Phi$. Then $\mathcal{T}_{sh}$ and $\Phi$ are abstractly equivalent.

**Proof.** It is again easy to see that $I$ is an abstract model of $\mathcal{T}_{sh}$ if and only if there exists a strong homomorphism from $I$ to $\mathcal{D}_\Phi$. Now, assume that $I \models_{\mathcal{D}_\Phi} \mathcal{T}_{sh}$, and let $h: I \rightarrow \mathcal{D}_\Phi$ be the corresponding strong homomorphism. If $I \not\models \Phi$, then $I \models \neg \Phi$. Since $\text{nnf}(\neg \Phi)$ is an existential formula, Proposition 2 yields $\mathcal{D}_\Phi \models \neg \Phi$. We can now argue as in the proof of Theorem 2 that this yields a contradiction. This shows that $I \models \Phi$ must hold. The other direction can be shown similarly to the proof of Lemma 1, using the fact that embeddings are strong homomorphisms, extending the signature by new predicates for negated predicates as in the proof of Proposition 2, and using the fact the corresponding expanded structure $\mathcal{D}_\Phi$ is again finitely bounded and homogeneous (see the proof of Proposition 7 of [7]).

Unfortunately, we cannot use this theorem to show that one can add such a formula $\Phi$ to an $\mathcal{ALC}$ KB without destroying decidability. The reason is that allowing for negated roles in feature paths of concrete domain restrictions may cause undecidability, even if the employed concrete domain is given as a finitely bounded homogeneous structure.
Theorem 4. There is a finitely bounded homogeneous structure $\mathcal{D}$ such that the extension of $\mathcal{ALC}_{\omega+}(\mathcal{D})$ with negated roles in feature paths is undecidable.

The structure used in the proof of this theorem (see the appendix) is obtained as the full product of $\Omega := (\mathbb{Q}, <, =, >)$ with itself. Since $\Omega$ is a finitely bounded homogeneous structure, and such structures are closed under full product [7], this product $\Omega^2$ is also a finitely bounded homogeneous structure. In $\Omega^2$ one has domain $\mathbb{Q}^2$ and copies $<_{i}, =_{i}, >_{i}$ for $i = 1, 2$ of the relations of $\Omega$, which in their dimension act like the corresponding relation in $\Omega$. In the other dimension they do not impose any constraint. The idea is now that one can employ this grid-like structure on the side of the concrete domain to express a grid in the abstract domain, which can then be used to reduce the tiling problem to consistency of a $\mathcal{ALC}_{\omega+}(\Omega^2)$ TBox.

5. Conclusion

The starting point of this work were two conjectures regarding DLs with concrete domains, which turned out to be wrong. However, our attempts to prove these conjectures considerably increased our understanding of such DLs and produced results that we think are interesting in their own right. Regarding the first conjecture, readers that know Lindström’s theorem [13, 16] may have wondered why it does not apply here. In fact, we have shown that FOL with a homomorphism $\omega$-compact concrete domain is compact and satisfies the downward Löwenheim-Skolem property. Lindström’s theorem says that a logical system extending FOL that satisfies these two properties is equivalent to FOL. This is the background for our original conjecture that the abstract expressive power of FOL extended with a homomorphism $\omega$-compact concrete domain $\mathcal{D}$ is contained in FOL. So why does Lindström’s theorem not apply here? The reason is that, w.r.t. abstract expressive power, which forgets about the interpretation of features, FOL($\mathcal{D}$) is not a logical system in the sense of Lindström since it is not closed under conjunction. What still remains are our results that the extension of FOL with a homomorphism $\omega$-compact concrete domain closed under negation satisfies compactness and downward Löwenheim-Skolem, and the corresponding extension of $\mathcal{ALC}$ further satisfies upward Löwenheim-Skolem. Nevertheless, these logics need not be contained in FOL w.r.t. abstract expressive power.

Our second conjecture was motivated by the observation that (the age of) finitely bounded homogeneous structures, which yield $\omega$-admissible concrete domains, are defined by universal first-order formulae. The conjecture was that we could use this fact to show that certain universal first-order formulae can be added to $\mathcal{ALC}$ KBs without destroying decidability. An advantage of this result, compared to results for regular RIAs, would have been that the class of universal first-order formulae that induce finitely bounded homogeneous structures in this way is decidable. Unfortunately, it has turned out that this conjecture is not correct. Our attempts to remedy this problem resulted either in a setting where decidability can be shown by other means or where the obtained DL with concrete domains is undecidable. We think that this undecidability result is also interesting in its own right.
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A. Addendum to Section 3

Let $\mathcal{D}$ be a $\tau$-structure and $\Gamma$ be a set of atoms of the form $P^{f_1,\ldots,f_n}(t_1,\ldots,t_n)$ with $f_i$ a feature name, $t_i$ a first-order term for $i = 1,\ldots,n$ and $P \in \tau$ a $n$-ary relation. Recall that the constraint system induced by $\Gamma$ is a structure $\mathcal{B}_\Gamma$ with relations

$$P^{B_\Gamma} := \{(f_{t_1}^{1},\ldots,f_{t_n}^{n}) \mid P^{f_1,\ldots,f_n}(t_1,\ldots,t_n) \in \Gamma\}$$

and domain $B_\Gamma$ solely consisting of all elements $f_t$ with $f$ a feature name and $t$ a first-order term that occur in some of the relations defined above.

**Lemma 2.** Let $\mathcal{D}$ be a homomorphism $\omega$-compact concrete domain that is closed under negation. Let $\Phi$ be a set of $\text{FOL}(\mathcal{D})$ formulae such that $\Phi^{\mathcal{F}} \cup \Psi^{\mathcal{D}}$ has a model $\mathcal{I}$. Then:

1. $\text{Def}_{f}(d)$ is true in $\mathcal{I}$ iff $\text{Def}(f)(d)$ is true in $(\mathcal{I},\mathfrak{F})$;
2. $P^{f_1,\ldots,f_n}(d_1,\ldots,d_n)$ is true in $\mathcal{I}$ iff $P(f_1,\ldots,f_n)(d_1,\ldots,d_n)$ is true in $(\mathcal{I},\mathfrak{F})$.

**Proof.** To show the first claim, assume that $\text{Def}_{f}(d)$ is true in $\mathcal{I}$. Then $f^{\mathfrak{F}}(d)$ is defined either by the solution $h$ of the constraint system $\mathcal{B}_\mathfrak{F}$ in $\mathcal{D}$ or it has received some arbitrary value. If $\text{Def}_{f}(d)$ is not true in $\mathcal{I}$, then $f^{\mathfrak{F}}(d)$ cannot have been defined in terms of $h$, since otherwise an expression $P^{f_1,\ldots,f_n}(d_1,\ldots,d_n)$ that is true in $\mathcal{I}$ would have to exist such that $f = f_i$ and $d = d_i$. But then $\Psi^{\mathcal{D}}$ would have enforced $\text{Def}_{f}(d)$ to be true in $\mathcal{I}$, leading to a contradiction.

In addition, since $\text{Def}_{f}(d)$ is not true in $\mathcal{I}$, no arbitrary value is assigned to $f^{\mathfrak{F}}(d)$. Thus $f^{\mathfrak{F}}(d)$ is undefined.

Regarding the second claim, first assume $P^{f_1,\ldots,f_n}(d_1,\ldots,d_n)$ is true in $\mathcal{I}$, which means that this expression belongs to $\Gamma_\mathfrak{F}$. Since $\mathfrak{F}$ was defined using a solution of $\mathcal{B}_\mathfrak{F}$, we know that $P^{f_1^{\mathcal{F}},\ldots,f_n^{\mathcal{F}}}(d_1,\ldots,d_n)$ holds in $\mathcal{D}$, and thus $P(f_1,\ldots,f_n)(d_1,\ldots,d_n)$ is true in $(\mathcal{I},\mathfrak{F})$.

Conversely, assume that $P^{f_1,\ldots,f_n}(d_1,\ldots,d_n)$ is not true in $\mathcal{I}$, which means that its negation is true in $\mathcal{I}$. Since $\mathcal{I}$ is a model of $\Psi^{\mathcal{D}}$, this implies that$$P^{f_1,\ldots,f_n}(d_1,\ldots,d_n) \lor \neg \text{Def}_{f_1}(d_1) \lor \ldots \lor \neg \text{Def}_{f_n}(d_n)$$is true in $\mathcal{I}$. If $P^{f_1,\ldots,f_n}(d_1,\ldots,d_n)$ is true in $\mathcal{I}$, then we can employ the same approach as for the only-if direction to show that then $P_c(f_1,\ldots,f_n)(d_1,\ldots,d_n)$ is true in $(\mathcal{I},\mathfrak{F})$. This clearly implies that $P(f_1,\ldots,f_n)(d_1,\ldots,d_n)$ cannot be true in $(\mathcal{I},\mathfrak{F})$ since $P_c$ is the complement of $P$. Similarly, if $\neg \text{Def}_{f_i}(d_i)$ is true in $\mathcal{I}$, then according to the first claim, $\text{Def}(f)(d)$ cannot be true in $(\mathcal{I},\mathfrak{F})$, which again implies that $P(f_1,\ldots,f_n)(d_1,\ldots,d_n)$ cannot be true. $\square$
Corollary 1. If $\mathcal{D}$ is a homomorphism $\omega$-compact concrete domain that is closed under negation, then $\text{FOL}(\mathcal{D})$ is countably compact and satisfies the downward Löwenheim-Skolem property. Homomorphism $\omega$-compactness is also a necessary condition for countable compactness. In general, $\text{FOL}(\mathcal{D})$ need not satisfy the upward Löwenheim-Skolem property.

Proof. Assume that $\Phi$ is unsatisfiable. By Theorem 1, we deduce that $\Phi^{\text{FOL}} \cup \Psi^D$ is unsatisfiable in $\text{FOL}$. By compactness of first-order logic, there is a finite subset $\Psi'$ of $\Phi^{\text{FOL}} \cup \Psi^D$ that is unsatisfiable. Let $\Psi'' \subseteq \Phi$ be the subset whose translation to first-order logic described above equals to $\Psi' \cap \Phi^{\text{FOL}}$. Let $\Psi''$ be the translation of $\Psi'$ to first-order logic. It holds that $\Psi' \subseteq \Psi'' \cup \Psi^D$. We deduce that $\Psi'$ is unsatisfiable in $\text{FOL}(\mathcal{D})$: if not, then by Theorem 1 we would obtain that $\Psi'' \cup \Psi^D$ is satisfiable in $\text{FOL}$, which leads a contradiction. Therefore, the finite subset $\Psi' \subseteq \Phi$ is unsatisfiable in $\text{FOL}(\mathcal{D})$. We conclude that $\text{FOL}(\mathcal{D})$ is countably compact.

Vice versa, assume that $\mathcal{D}$ is not homomorphism $\omega$-compact and let $\mathcal{B}$ be a structure, in the same signature $\tau$ of $\mathcal{D}$, such that there exists a homomorphism $h_A : A \to D$ for every finite substructure $\mathfrak{A}$ of $\mathcal{B}$ but there is no homomorphism $h_B : B \to D$. Let $\Gamma_\mathcal{B}$ be the set of $\text{FOL}(\mathcal{D})$ sentences

$$\Gamma_\mathcal{B} := \{ \forall x. (P(a_1, \ldots, a_n)(x, \ldots, x)) \mid P \in \tau \text{ and } (a_1, \ldots, a_n) \in P^D\}.$$ 

Every finite subset $S \subseteq \Gamma_\mathcal{B}$ is satisfiable: indeed, there always is a finite substructure $\mathfrak{A}$ of $\mathcal{B}$ such that $S \subseteq \Gamma_\mathcal{A}$, and defining the interpretation of feature symbols $\mathfrak{D}$ as $a^\mathcal{A}(d) := h_A(a)$ for $a \in A$ we obtain that the structure $\mathcal{I}$ with domain $\{d\}$ and no interpretation of relations is such that $(\mathfrak{D}, \mathfrak{I})$ satisfies $\Gamma_\mathcal{A}$.

If $\Gamma_\mathcal{B}$ was satisfied by $(\mathfrak{I}, \mathfrak{D})$ and we chose $d \in J$, then the mapping $h(b) := b^J(d)$ for $b \in B$ would yield a homomorphism from $\mathcal{B}$ to $\mathcal{D}$, which is a contradiction. Therefore, $\Gamma_\mathcal{B}$ is not satisfiable, which allows us to conclude that $\text{FOL}(\mathcal{D})$ is not $\omega$-compact. \qed

Corollary 2. Let $\mathcal{D}$ be a homomorphism $\omega$-compact concrete domain that is closed under negation, and $\mathcal{L} \in \{\text{ALC}(\mathcal{D}), \text{ALC}_{\forall+}(\mathcal{D}), \text{ALC}_{fo}(\mathcal{D})\}$. Then $\mathcal{L}$ is countably compact and satisfies the upward and the downward Löwenheim-Skolem property. Homomorphism $\omega$-compactness is also a necessary condition for countable compactness.

Proof. First, assume that $\mathcal{D}$ is homomorphism $\omega$-compact. In this case, let $\mathcal{T}$ be a (possibly countably infinite) $\text{ALC}(\mathcal{D})$ TBox such that all finite subsets $\mathcal{T}'$ of $\mathcal{T}$ are satisfiable. If $\mathcal{T}$ was unsatisfiable, it would follow that $\pi(\mathcal{T})$ is an unsatisfiable set of $\text{FOL}(\mathcal{D})$ sentences. However, every finite subset $S$ of $\pi(\mathcal{T})$ is satisfiable, since it corresponds to the translation of a finite subset of $\mathcal{T}$. Since $\text{FOL}(\mathcal{D})$ is in this case countably compact by Corollary 1, we would deduce that $\pi(\mathcal{T})$ is satisfiable, which is a contradiction. Therefore, $\mathcal{T}$ must be satisfiable. This allows us to conclude that $\text{ALC}(\mathcal{D})$ is countably compact.

On the other hand, assume that $\mathcal{D}$ is not homomorphism $\omega$-compact. We can use the same argument shown in the proof of Corollary 1, noticing that we can instead use for a $\tau$-structure $\mathcal{B}$ that is a witness against homomorphism $\omega$-compactness the (possibly infinite) TBox

$$\mathcal{T}_\mathcal{B} := \{ T \subseteq \exists a_1, \ldots, a_n. P(x_1, \ldots, x_n) \mid (a_1, \ldots, a_n) \in P^A, P \in \tau \}$$

and conclude in this way that $\text{ALC}(\mathcal{D})$ is not countably compact. \qed
For extensions of $\mathcal{ALC}$ with concrete domain restrictions, the upward Löwenheim-Skolem property is a consequence of invariance under disjoint unions. We refer to Definition 3.6 of [1] for the definition of disjoint union of a set of interpretations.

**Lemma 3.** Every $\mathcal{ALC}$ concept with concrete domain restrictions is invariant under disjoint unions.

**Proof.** Assume that $\mathcal{D}$ is an index set and that for $i \in \mathcal{D}$ the interpretation $\mathcal{I}_i$ and the interpretation of feature names $\mathcal{F}_i$ form a model of $\mathcal{C}$, i.e. $d \in C^{\mathcal{I}_i}$ for some $d \in \Delta^{\mathcal{I}_i}$. Let $\mathcal{I}$ be the disjoint union of all interpretations $\mathcal{I}_i$ for $i \in \mathcal{D}$. For $f \in N_F$, let $f^{\mathcal{F}}((d, i)) := f^{\mathcal{F}_i}(d)$ and $\mathcal{F}$ the resulting interpretation of feature names. Then, $(\mathcal{I}, \mathcal{F})$ is a model of $\mathcal{C}$ and in particular $(d, i) \in C^{\mathcal{I}}$.

Vice versa, assume that the disjoint union $\mathcal{I}$ defined above is an abstract model of $\mathcal{C}$ using some interpretation of feature names $\mathcal{F}$, and in particular $(d, i) \in C^{\mathcal{I}}$. Let $\pi : d \mapsto (d, i)$. Then, $\mathcal{I}_i$ is an abstract model of $\mathcal{C}$ using the interpretation of feature names $\mathcal{F}_i' := \{ f^{\mathcal{F}} \circ \pi \mid f \in N_F \}$ and in particular $d \in C^{\mathcal{I}_i}$. \hfill $\square$

**B. Addendum to Section 4**

At the beginning of the section, we mentioned that the problem of checking the existence of a structure $\mathcal{D}$ that is homogeneous and whose age is defined by a universal sentence $\Phi$ is decidable in $\Pi^0_1$, if the signature of $\Phi$ consists of unary and binary relations. The decision procedure for this problem shown in [7] tests if the class $\mathcal{C}$ of finite models of $\Phi$ satisfies the 1-point amalgamation property (AP), which states that for all $\mathcal{A}, \mathcal{B}_1, \mathcal{B}_2 \in \mathcal{C}$ such that $\mathcal{B}_i \setminus \mathcal{A} = \{ b_i \}$ for $i = 1, 2$ there exist $\mathcal{A}' \in \mathcal{C}$ and embeddings $f_i : \mathcal{B}_i \hookrightarrow \mathcal{A}'$ for $i \in \{ 1, 2 \}$ such that $f_1(a) = f_2(a)$ for $a \in \mathcal{A}$. We are able to show that there are non-trivial properties of role names that can be expressed by universal sentences that describe the age of a homogeneous structure, by showing that the class of their finite models has the 1-point AP.

**Example 4.** To model transitivity of the “has proper part” role $\text{hpp}$ introduced in Section 1, we can use the universal sentence

$$\phi_{\text{tra}} := \forall x, y, z. (\text{hpp}(x, y) \land \text{hpp}(y, z) \rightarrow \text{hpp}(x, z)).$$

The class of finite models of $\phi_{\text{tra}}$ satisfies the 1-point AP. For any triple $(\mathcal{A}, \mathcal{B}_1, \mathcal{B}_2)$ of models satisfying the premises of 1-point AP, consider the composition of relations $\text{hpp}_{ij} := \text{hpp}^{\mathcal{B}_i} \circ \text{hpp}^{\mathcal{B}_j}$, for $i, j \in \{ 1, 2 \}$. The finite interpretation $\mathcal{A}'$ with domain $A' = B_1 \cup B_2$ and relation $\text{hpp}^{A'} := \text{hpp}^{B_1} \cup \text{hpp}^{B_2} \cup \text{hpp}^{12} \cup \text{hpp}_{21}$ is a model of $\phi_{\text{tra}}$, and by taking the inclusion embeddings $f_i : \mathcal{B}_i \hookrightarrow \mathcal{A}'$ for $i = 1, 2$ we obtain the necessary conditions to fulfill 1-point AP.

**Example 5.** To additionally model the fact that the “has proper part” relation is asymmetric, we can use the universal sentence

$$\phi_{\text{asy}} := \forall x, y. (\text{hpp}(x, y) \rightarrow \neg \text{hpp}(y, x)).$$

We observe that the negation normal form of $\neg \phi_{\text{asy}}$ is existential positive. As in the previous example, we obtain that the class of finite models of $\phi_{\text{asy}}$ satisfies the 1-point AP, using the structure $\mathcal{A}' := B_1 \cup B_2$ and $\text{hpp}^{A'}$ defined as the union of $\text{hpp}^{B_1}$ and $\text{hpp}^{B_2}$ to complete the amalgamation schema.
A role inclusion axiom (RIA) is a universal sentence stating that a chain of one or more role names (or their inverses) is subsumed by a single role name \([10, 11]\). It is known that, under some regularity conditions, reasoning in \(ALC\) with RIAs is decidable and that there exist sufficient conditions to ensure that a set of RIAs is regular \([10, 11]\), though it is unknown whether regularity of a set of RIAs is decidable. Reprising the previous examples, the sentence \(\phi_{\text{tra}}\) in Example 4 corresponds to the RIA \(\text{hpp} \circ \text{hpp} \subseteq \text{hpp}\) whereas the sentence \(\phi_{\text{asy}}\) in Example 5 is not equivalent to a RIA. This shows that there are universal sentences, using only binary symbols, that describe the age of a homogeneous structure but are not equivalent to a set of RIAs. The next example shows that the opposite is also true, namely that there are RIAs, even regular ones, that do not describe the age of a homogeneous structure.

**Example 6.** Let \(\mathcal{H}\) be the set of two RIAs \(r \circ r \sqsubseteq r\) and \(s \circ s \sqsubseteq r\) for two role names \(r\) and \(s\). The role ordering \(s \prec r\) ensures that \(\mathcal{H}\) is regular \([11]\). The universal sentence

\[
\phi_{\mathcal{H}} := \forall x, y, z. (r(x, y) \land r(y, z) \rightarrow r(x, z)) \land (s(x, y) \land s(y, z) \rightarrow r(x, z))
\]

corresponds to the first-order translation of \(\mathcal{H}\). Consider the triple \((\mathcal{A}, \mathcal{B}_1, \mathcal{B}_2)\) with \(A := \{d\}\), \(B_1 := \{d, f\}\), \(B_2 := \{d, e\}\), \(r^A = s^A = \emptyset\) and

\[
\begin{align*}
    r^{B_1} & := \{(d, f)\}, \\
    s^{B_1} & := \{(f, d)\}, \\
    r^{B_2} & := \{(e, d)\}, \\
    s^{B_2} & := \{(d, e)\}.
\end{align*}
\]

Clearly, all three interpretations are models of the sentence above. Any finite model \(\mathcal{A}'\) with embeddings \(f_1 : \mathcal{B}_1 \rightarrow \mathcal{A}'\), \(f_2 : \mathcal{B}_2 \rightarrow \mathcal{A}'\) with \(f_1(d) = f_2(d)\) must satisfy \(\{(f_1(f), f_1(d)), (f_1(d), f_2(e))\} \subseteq s^{A'}\). In order to satisfy \(\phi_{\mathcal{H}}\), it must then hold that \((f_1(f), f_1(d)) \in r^{A'}\). Since \((f_2(e), f_1(d)) \in r^{A'}\) holds by embedding, it follows that \((f_1(f), f_1(d)) \in r^{A'}\) and, by transitivity of \(r^{A'}\), it finally holds that \((f_1(d), f_1(d)) \in r^{A'}\). However, \((d, d) \notin r^{A'}\), therefore we obtain a contradiction as \(f_1\) and \(f_2\) are assumed to be embeddings. A visual representation of this argument is shown in Figure 1. This counterexample shows that the class of finite models of \(\phi_{\mathcal{H}}\) does not satisfy 1-point AP and thus that \(\mathcal{H}\) does not define the age of a homogeneous structure.

**Lemma 1.** The interpretation \(\mathcal{I}\) is an abstract model of \(\mathcal{I}_h\) iff \(\mathcal{I} \rightarrow \mathcal{D}_\Phi\). This implies that every model of \(\Phi\) is an abstract model of \(\mathcal{I}_h\).

**Proof.** Here, we extend the proof contained in the main text and show that \(\mathcal{I}\) is an abstract model of \(\mathcal{I}_h\) iff \(\mathcal{I} \rightarrow \mathcal{D}_\Phi\). For any abstract model \(\mathcal{I}\) of \(\mathcal{I}_h\) with related interpretation \(\mathcal{I}\) of feature names \(f^\mathcal{I} : \Delta^\mathcal{I} \rightarrow \mathcal{D}_\Phi\), the following holds for \(A \in N_C\) and \(r \in N_R\):

\[
\begin{align*}
    \text{(I, } \mathcal{I}, \mathcal{I}) \text{ is a model of } & \top \sqsubseteq \exists f \cdot f = (x, y), \text{ thus } f^\mathcal{I}(d) \text{ is defined for } d \in \Delta^\mathcal{I}; \\
    \text{(I, } \mathcal{I}, \mathcal{I}) \text{ is a model of } & A \sqsubseteq \forall f \cdot A(x), \text{ thus } d \in A^\mathcal{I} \text{ implies } f^\mathcal{I}(d) \in A^D; \\
    \text{(I, } \mathcal{I}, \mathcal{I}) \text{ is a model of } & \top \sqsubseteq \forall f \cdot r \cdot r(x, y), \text{ thus } (d, e) \in r^\mathcal{I} \text{ implies } (f^\mathcal{I}(d), f^\mathcal{I}(e)) \in r^D.
\end{align*}
\]

We conclude that \(f^\mathcal{I}\) is a homomorphism. For the other direction, any homomorphism \(h : \mathcal{I} \rightarrow \mathcal{D}_\Phi\) induces the interpretation \(f^\mathcal{I}(d) := h(d)\) for \(d \in \Delta^\mathcal{I}\) such that \((\mathcal{I}, \mathcal{I})\) is a model of \(\mathcal{I}_h\). \(\square\)
Theorem 3. Let \( I \) be an abstract model of \( \mathcal{T}_h \) and \( \Phi \) be the corresponding strong homomorphism. If \( I \nmid \Phi \), i.e. \( I \models \neg \Phi \) held, the fact that \( \text{nnf}(\neg \Phi) \) is an existential positive.

Proof. For any abstract model \( I \) of \( \mathcal{T}_h \) with related interpretation \( f^\delta : \Delta_I \to \mathcal{D}_\Phi \) of \( f \), Lemma 1 implies that \( f^\delta \) is a homomorphism. We show that \( f^\delta \) is strong. If \( d \notin A^I \), the GCI \( \forall f. \neg A(x) \) ensures that \( f^\delta(d) \notin A^D \). Similarly, if \( (d, e) \notin r^D \) the GCI \( \forall f. \neg r.f \cdot \neg r(x, y) \) implies that \( (f^\delta(d), f^\delta(e)) \notin r^D \). We conclude that \( f^\delta \) is the strong homomorphism we looked for. Vice versa, assume that \( h : \Delta_I \to D \) is a strong homomorphism. Then, setting \( f^\delta(d) := h(d) \) for \( d \in \Delta_I \) ensures that \( I \) is an abstract model of \( \mathcal{T}_{sh} \). 

Example 7. Let us consider the universal sentence \( \phi_{\text{tra}} \) introduced in Example 4. Assume that \( \mathcal{T}_{\text{hpp}} \) is the instantiation of (3) for \( N_C = \emptyset \) and \( N_R = \{ \text{hpp} \} \). Let \( I \) be the interpretation with domain \( \Delta^I := \{ a, b, c \} \) and \( \text{hpp}^I := \{ (a, b), (b, c) \} \).

Then, \( I \) is an abstract model of \( \mathcal{T}_{\text{hpp}} \). To see why, consider the finitely bounded homogeneous concrete domain \( \mathcal{D}_{\text{tra}} \) whose age is described by \( \phi_{\text{tra}} \). In particular, \( \mathcal{D}_{\text{tra}} \) contains elements \( d_1, d_2, d_3 \) such that \( (d_1, d_2), (d_2, d_3), (d_1, d_3) \in \text{hpp}^{\mathcal{D}_{\text{tra}}} \). This means that setting \( f^\delta(a) := d_1, f^\delta(b) := d_2 \) and \( f^\delta(c) := d_3 \) yields a homomorphism from \( I \) to \( \mathcal{D}_{\text{tra}} \). By Lemma 1, \( I \) is an abstract model of \( \mathcal{T}_{\text{hpp}} \).

However, \( I \) is not a model of \( \phi_{\text{tra}} \), since \( (a, b), (b, c) \in \text{hpp}^I \) but \( (a, c) \notin \text{hpp}^I \). Therefore, \( \mathcal{T}_{\text{hpp}} \) and \( \phi_{\text{hpp}} \) are not abstractly equivalent.

Lemma 4. An interpretation \( I \) is an abstract model of \( \mathcal{T}_{sh} \) iff there is a strong homomorphism from \( I \) to \( \mathcal{D}_\Phi \).

Proof. For any abstract model \( I \) of \( \mathcal{T}_{sh} \) with related interpretation \( f^\delta : \Delta_I \to \mathcal{D}_\Phi \) of \( f \), Lemma 1 implies that \( f^\delta \) is a homomorphism. We show that \( f^\delta \) is strong. If \( d \notin A^I \), the GCI \( \forall f. \neg A(x) \) ensures that \( f^\delta(d) \notin A^D \). Similarly, if \( (d, e) \notin r^I \) the GCI \( \forall f. \neg r.f \cdot \neg r(x, y) \) implies that \( (f^\delta(d), f^\delta(e)) \notin r^D \). We conclude that \( f^\delta \) is the strong homomorphism we looked for.

Figure 1: A diagram witnessing that the class of finite models of \( \phi_H \) does not have 1-point AP

In Theorem 2 we further characterize the abstract equivalence of \( \mathcal{T}_h \) and \( \Phi \) when \( \text{nnf}(\neg \Phi) \) is existential positive. This holds for the sentence \( \phi_{\text{asy}} \) in Example 5 and therefore we can extend any \( \mathcal{ALC} \) TBox \( \mathcal{T} \) using \( \mathcal{T}_h \) to ensure that \( \text{hpp} \) is an asymmetric role in every abstract model of \( \mathcal{T} \cup \mathcal{T}_h \). In the next example, we show that abstract equivalence may be lost if \( \text{nnf}(\neg \Phi) \) is not existential positive.
sentence together with Proposition 2 would yield $\mathcal{D}_\Phi \models \lnot \Phi$. As in the proof of Theorem 2, we argue that this leads to a contradiction and thus $\mathcal{I} \models \Phi$ must hold.

Finally, assume that $\mathcal{I} \models \Phi$ and w.l.o.g. that $\Phi$ is in negation normal form. We introduce a fresh concept name $A_c$ for $A \in N_C$ and a fresh role name $r_c$ for $r \in N_R$ and derive $\Phi'$ by replacing every occurrence of $\lnot A$ with $A_c$ and $\lnot r$ with $r_c$. As in the proof of Proposition 2, we expand $\mathcal{I}$ to $\tilde{\mathcal{I}}$ by setting $A_c^\mathcal{I} := \Delta^\mathcal{I} \setminus A_c^\mathcal{I}$ and $r_c^\mathcal{I} := \Delta^\mathcal{I} \setminus r^\mathcal{I}$ for $A \in N_C$ and $r \in N_R$. Similarly, we expand $\mathcal{D}_\Phi$ to $\tilde{D}_\Phi$. It follows that $\tilde{\mathcal{I}} \models \Phi'$ and that $\text{Age}(\tilde{\mathcal{D}}_\Phi)$ is the class of finite models of $\Phi'$. Moreover, the argument shown in the proof of Proposition 7 in [7] ensures that $\tilde{\mathcal{D}}_\Phi$ is finitely bounded and homogeneous. Using the same argument shown in Lemma 1, we infer the existence of a homomorphism $h: \tilde{\mathcal{I}} \rightarrow \tilde{\mathcal{D}}_\Phi$. In particular, $h$ is a strong homomorphism from $\mathcal{I}$ to $\mathcal{D}_\Phi$. We conclude, using Lemma 4, that $\mathcal{I}$ is an abstract model of $\mathcal{T}_{\mathcal{sh}}$. \hfill $\square$

**Role Negation and Undecidability.** The structure $\Omega := (\mathbb{Q}, <, =, >)$ is known to be finitely bounded and homogeneous [7]. Let $\Omega^2$ be the structure with domain $\mathbb{Q}^2$ and component-wise ordering relations $<, =, >, \leq, \geq$, and $\neq$ for $i = 1, 2$. Proposition 10 in [7] ensures that $\Omega^2$ is finitely bounded and homogeneous, because it is the full product of two copies of $\Omega$.\footnote{We could take the binary decomposition of $\Omega^2$ to obtain an $\omega$-admissible structure (using Theorem 6 in [7]).}

Using $\Omega^2$ as concrete domain, we show that concept satisfiability w.r.t. TBoxes using concrete domain restrictions with role negation is undecidable, by reduction from the domino tiling problem [17].

**Definition 2.** A tiling problem $P := (T, H, V)$ consists of a set $T$ of tiles and sets $H, V \subseteq T \times T$ of horizontal and vertical matching conditions. A function $\pi: \mathbb{N} \times \mathbb{N} \rightarrow T$ is a solution of $P$ if for all $i, j \in \mathbb{N}$ it holds that $(\pi(i, j), \pi(i+1, j)) \in H$ and $(\pi(i, j), \pi(i, j+1)) \in V$.

Let $z_i := (x_i, y_i) \in \mathbb{Q}^2$ for $i = 1, 2$. We define the TBox $\mathcal{T}_P$, using concept names $A_t$ for $t \in T$, role names $h, r_x, v, r_y, p, r_p$ and a feature name $f$, including the following GCIs:

\[
\begin{align*}
T & \subseteq \exists h. T \cap \exists v. T \cap \exists p. T \cap \exists f. (z_1, z_2) \wedge =_1(z_1, z_2) \wedge =_2(z_1, z_2) \\
T & \subseteq \big( \bigcup_{t \in T} A_t \cap (\bigcap_{t \neq t'} =_1(A_t \cap A_{t'})) \big) \\
T & \subseteq \big( \bigcup_{(t, t') \in H} (A_t \cap \forall h. A_{t'}) \cap \big( \bigcup_{(t, t') \in V} (A_t \cap \forall v. A_{t'}) \big) \big)
\end{align*}
\]

\[(A1)\] \[(A2)\]

Figure 2: A (partial) visual representation of $f$ acting as a strong homomorphism between an abstract model of $\mathcal{T}_P$ and the concrete domain $\Omega^2$.
We only show that the first point holds, since the second point can be proved analogously.

The GCIs (A2) ensure that abstract models of $T$ induce well-defined tilings. We partially illustrate the effect of the other GCIs on the abstract models of $T$ in Figure 2, with a focus on $r_y$ and $v$. The GCIs (A3) guarantee that $r_x$ acts as the $x$-axis, that $h$-successors are also $r_x$-successors and that $r_x$-successors with minimum $f$-value are $h$-successors. GCIs (A4) and (A5) similarly characterize $r_y$, $v$ and $r_p$, $p$. GCIs (A6) ensure that $h$-successors (resp. $v$-successors) and $p$-successors lie on the same $y$-axis (resp. $x$-axis). We first establish the crucial properties enjoyed by the abstract models of $T$, which will allow us to extract a solution for $P$.

Lemma 5. For every abstract model $I$ of $T$,

1. $(d, e) \in h^I$ and $(d', e') \in p^I$ implies $(e, e') \in v^I$;
2. $(d, e) \in v^I$ and $(d', e') \in p^I$ implies $(e, e') \in h^I$.

Proof. Every abstract model $I$ of $T$ with related interpretation $f^I : \Delta^I \rightarrow \mathbb{Q}^2$ satisfies the following properties:

P1 $(d, e) \in r_x^I$ iff $f^I(d) < 1$ and $f^I(e) = 2$ (by (A3))
P2 $(d, e) \in r_y^I$ iff $f^I(d) = 1$ and $f^I(e) < 2$ (by (A4))
P3 $(d, e) \in r_p^I$ iff $f^I(d) < 1$ and $f^I(e) < 2$ (by (A5))
P4 if $(d, e) \in h^I$ then $(d, e) \in r_x^I$ (by (A3))
P5 if $(d, e) \in v^I$ then $(d, e) \in r_y^I$ (by (A4))
P6 if $(d, e) \in p^I$ then $(d, e) \in r_p^I$ (by (A5))
P7 if $(d, e) \in h^I$ and $(d, e') \in p^I$ then $(e, e') \in r_y^I$ (by (A4) and (A6))
P8 if $(d, e) \in v^I$ and $(d, e') \in p^I$ then $(e, e') \in r_y^I$ (by (A5) and (A6))
P9 if $(d, e) \in v^I$ and $(d, e') \in r_y^I \setminus v^I$ then $f^I(e) < 2$ (by (A4))
P10 if $(d, e) \in h^I$ and $(d, e') \in r_y^I \setminus h^I$ then $f^I(e) < 1$ (by (A3))
P11 if $(d, e) \in p^I$ and $(d, e') \in r_p^I$ then $f^I(e) \leq 1$ and $f^I(e') \leq 2$ (by (A5))

We only show that the first point holds, since the second point can be proved analogously. Assume that $d, e$ and $e'$ satisfy the precondition above. Together with (P7), this assumption implies that $(e, e') \in r_y^I$. We show that $(e, e') \notin v^I$ leads to a contradiction.
By (A1), there exists $e'' \in I$ such that $(e, e'') \in v^T$. Because of (P5), we know that $(e, e'') \in r^y_T$. We use (P9) to infer that $f^\delta(e'') < f^\delta(e')$. Given that $f^\delta(e'') = f^\delta(e) > f^\delta(d)$ and $f^\delta(e') > f^\delta(e) = f^\delta(d)$, (P3) tells us that $(d, e'') \in r^y_T$. Now, since $(d, e') \in p^T$ and $(d, e'') \in r^y_T$, we obtain that $f^\delta(e') < f^\delta(e'') < f^\delta(e')$ and derive a contradiction. Therefore, $(e, e') \in v^T$ must hold.

**Theorem 5.** The tiling problem $P$ has a solution iff $\top$ is satisfiable w.r.t. $T_P$.

We split the proof of Theorem 5 in the following lemmas.

**Lemma 6 (Completeness).** If $\top$ is satisfiable w.r.t. $T_P$, then $P$ has a solution.

**Proof.** Assume that $I$ is an abstract model of $\top$ w.r.t. $T_P$. We show how to define $\pi : \mathbb{N} \times \mathbb{N} \to \Delta^I$ such that for all $i, j \in \mathbb{N}$

$$(\pi(i, j), \pi(i + 1, j)) \in h^T \text{ and } (\pi(i, j), \pi(i, j + 1)) \in v^T.$$ 

We construct $\pi$ the same way one would raise a wall: we first lay a foundation by defining $\pi(i, 0)$ for all $i \in \mathbb{N}$, then we inductively stack new layers on top of the wall.

We start by setting $\pi(0, 0)$ to be an arbitrary individual in $\Delta^I$. Assuming that we already defined $\pi(i, 0)$ and $\pi(i + 1, 0)$ is yet undefined, we select an $h$-successor $d$ of $\pi(i, 0)$ and set $\pi(i + 1, 0) := d$. Such a successor always exists in $I$ by (A1). The next step is structured as follows. First, assume that $\pi(0, j)$ is defined and $\pi(0, j + 1)$ is yet undefined; then, we select a $v$-successor $d$ of $\pi(0, j)$ and set $\pi(0, j + 1) := d$. Such a successor always exists in $I$ by (A1). Next, assume that $\pi(i, j), \pi(i + 1, j)$ and $\pi(i, j + 1)$ are defined and $\pi(i + 1, j + 1)$ is yet undefined; then, we select a $p$-successor $d$ of $\pi(i, j)$ and set $\pi(i + 1, j + 1) := d$. Such a successor always exists in $I$ by (A1). By Lemma 5, we obtain that

$$(\pi(i, 0), \pi(i + 1, 0)) \in h^T \text{ and } (\pi(0, i), \pi(0, i + 1)) \in v^T.$$ 

for all $i \in \mathbb{N}$. We inductively assume that for all $i \in \mathbb{N}$ and a fixed $j \in \mathbb{N}$

$$(\pi(i, j), \pi(i + 1, j)) \in h^T \text{ and } (\pi(0, j), \pi(0, j + 1)) \in v^T$$ 

holds and show that this implies $(\pi(i + 1, j), \pi(i + 1, j + 1)) \in h^T$ and $(\pi(i, j), \pi(i, j + 1)) \in v^T$. By construction, $(\pi(i, j), \pi(i + 1, j + 1)) \in p^T$ holds. Together with $(\pi(i, j), \pi(i + 1, j)) \in h^T$ and our first claim, this implies that $(\pi(i + 1, j), \pi(i + 1, j + 1)) \in v^T$. Now that we know that $(\pi(i, j), \pi(i + 1, j + 1)) \in v^T$, our second claim yields that $(\pi(i, j), \pi(i + 1, j + 1)) \in h^T$.

Now, let $\pi_P : \mathbb{N} \times \mathbb{N} \to T$ be defined as

$$\pi_P(i, j) := t \text{ iff } \pi(i, j) \in A^T_1.$$ 

Then, $\pi_P$ is a solution to $P$. □

**Lemma 7.** If $P$ has a solution, then $\top$ is satisfiable w.r.t. $T_P$. 
Proof. Starting from a solution $\pi$ of $P$, we define the interpretation $I$ with domain $\mathbb{N} \times \mathbb{N}$ and

$$A_I^T := \{(i, j) \in \mathbb{N} \times \mathbb{N} \mid \pi(i, j) = t\} \text{ for } t \in T$$

$$h_I^T := \{((i, j), (i + 1, j)) \mid (i, j) \in \mathbb{N} \times \mathbb{N}\}$$

$$v_I^T := \{((i, j), (i, j + 1)) \mid (i, j) \in \mathbb{N} \times \mathbb{N}\}$$

$$p_I^T := \{((i, j), (i + 1, j + 1)) \mid (i, j) \in \mathbb{N} \times \mathbb{N}\}$$

$$r_x^I := \{((i, j), (i + m, j)) \mid (i, j) \in \mathbb{N} \times \mathbb{N}, m \in \mathbb{N}\}$$

$$r_y^I := \{((i, j), (i, j + m)) \mid (i, j) \in \mathbb{N} \times \mathbb{N}, m \in \mathbb{N}\}$$

$$r_p^I := \{((i, j), (i + m, j + n)) \mid (i, j) \in \mathbb{N} \times \mathbb{N}, m, n \in \mathbb{N}\}$$

and take the interpretation $f^\mathcal{F}$ of $f$ given by the inclusion of $\mathbb{N}^2$ into $\mathbb{Q}^2$. Then, $I$ is an abstract model of $T_P$ thanks to $f^\mathcal{F}$.

\[\square\]

C. Addendum to Section 5

We mentioned in the conclusion that the extension of first-order logic with a homomorphism $\omega$-compact concrete domain closed under negation is not a logical system in the sense of Lindström, because it is not closed under conjunction. Using $\Omega := (\mathbb{Q}, <, =, >)$ extended with relations $\leq, \neq, \geq$ as the concrete domain, we argue why this is the case. Such a concrete domain is closed under negation and homomorphism $\omega$-compact, therefore $\text{FOL}(\Omega)$ is compact and has the downward Löwenheim-Skolem property according to Corollary 1. If we take the sentences

$$\phi := \exists x, y. <(f, f)(x, y)$$

$$\psi := \forall x, y. = (f, f)(x, y)$$

we notice that any interpretation $I$ with a two-element domain $\{a, b\}$ is an abstract model of both sentences, i.e. $I \models \Omega \phi$ and $I \models \Omega \psi$. In the first case, we define $f^\mathcal{F}(a) := 0$ and $f^\mathcal{F}(b) := 1$ and obtain that $(I, \mathcal{F})$ is a model of $\phi$. For the second sentence, we define $f^\mathcal{F}(a) := 0$ and $f^\mathcal{F}(b) := 0$ and infer that $(I, \mathcal{F})$ is a model of $\psi$.

Finally, we notice that $I \not\models \Omega \phi \land \psi$, and in particular that the conjunction of the two sentences is unsatisfiable. Indeed, any first-order interpretation $J$ and interpretation $\mathcal{F}$ of feature names such that $(J, \mathcal{F})$ is a model of both $\phi$ and $\psi$ must contain two elements $a$, $b$ such that $f^\mathcal{F}(a) < f^\mathcal{F}(b)$ and $f^\mathcal{F}(a) = f^\mathcal{F}(b)$, which leads to a contradiction.